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1 Introduction

Protocols in telecommunication systems – just like software systems – get more and more complex and robust nowadays and at the same time they have to meet strict reliability requirements defined by the standards. Several development methodologies have been defined to support the quality of protocols throughout the life-cycle, and some of these have been standardized.

The SDL+ methodology [IT97] was standardized at ITU. Its life cycle model defines the relation among several development activities: Requirement capture is followed by a two staged design phase of draft design and formal modelling. The formal model after validation provides the basis for both implementation of the product and test specification.

The dissertation builds on this life-cycle model and the literature on test generation for different formal models to investigate the possibility of automation of the test specification activity. Automatic test generate for an extended finite state machine (EFSM) model can be done by unfolding the EFSM into a finite state machine (FSM) or by means of a partial, selective search method.

Test generation for FSMs is fully solved: the transition checking method can be used to derive test cases automatically [LY96, vBP94]. Since according to this method each transition must be checked, the resulting test set may contain quasi infinite number of cases for systems with huge state space, which makes this method impractical from the point of view of test execution.

Several EFSM based test generation approaches have been published [SKGH97, BH89, BDA, DÜU04, Kim08] and implemented in software tools. These tools, which are often criticized for generating a large number of test cases, support method based on exhaustive search and random walk.

Several partial state space search methods have been defined beside the brute force method like depth bound, scatter search, guided search, probabilistic search, partial order and random selection in the literature. According to Holzmann [Hol91] random selection ‘is not only the simplest technique to implement, but is also likely to produce the highest quality search.” [Hol91]

2 Research objectives

The main aim of my research is to define a formal framework for the EFSM and the derivative SDL semantics to support selective automatic test generation. The selectivity gives two criteria for the test generation. On the one hand, the number of automatically generated abstract test cases should be less than the size of the exhaustive test set generated with the brute force method. This aim reduces the cost of test execution with regard to the high cost of bringing back the system under test.
to its initial state. On the other hand, the quality metrics of the generated test set should be better than the set generated with random walk.

The results of the thesis are divided into three groups. The first group defines a fault model based formal framework and an automatic test generation method. The selectivity of the algorithm is provided by on-the-fly evaluation the fault detection capability of the test case being generated. This results in smaller test suites with test cases of high fault detection ability.

The second group extends the string edit distance based test selection methodology with a solution that can find the highest compression of a test set for a given density threshold. While existing method can only decide if two test cases are redundant, my method decides which one to keep.

In the third group abstract iterative algorithms are proposed that allow the definition of selective automatic test generation algorithm for any test suite metrics. This approach can reduce the computation requirement of the method in the first group and support the maintenance of test sets when using development life-cycles with iteration.

3 Methodology

I used analytic and simulation based research methods during my research. I used analytic methods to solve problems in algorithm theory, graph theory and complexity theory. I evaluated the models, algorithms proposed in the thesis by means of simulations.

In the first group of results my formal framework builds on different formal semantics: finite state machines, extended finite state machines and process algebra. My definitions adapt the formal framework for conformance testing [Tre00], which is defined in process algebra, to SDL semantics. The test generation method I propose uses the mutation analysis [DML78] technique. I investigate my approach with simulation based experiments.

The second group of theses is built on the matching problem known in graph theory and the algorithm computing string edit distance [WF74]. The solution reduces the string edit distance based test selection to the so called k-assignment problem. I investigated the efficiency of this method with experiments based on simulations.

The third thesis group builds on the concept of evolutionary algorithms. I evaluated the approach by means of simulations.
4 New results

4.1 Automatic test generation for SDL specifications based on fault models

Thesis group 1 [J2, C1, C6, C7] I designed a fault model based selective automatic test generation method that derives abstract conformance test cases in MSC formalism for SDL specification using an arbitrary state space search method. I conducted empirical analysis to evaluate the efficiency of the method.

Research aimed to develop automatic test generation tools and software components states that for systems of larger scale selective methods should be preferred over exhaustive, brute force methods [Hof91, vBP94]. Available software tools mainly support brute force and random walk based methods. AutoLink [SKG97] that is part of the SDL based tool of Telelogic (now IBM) provides beside the brute force and the random based test generation methods a semi-automatic method with manual navigation in the state space. The tools TorX [TB03] and TGV [JJ02] with process algebra semantics, which are based on the framework of [Tre00], use brute force method for test generation and note the necessity of selectivity.

The cornerstones of the test generation method of the first thesis group are based on the principles of the tools above and are include the requirement of selectivity:

- the test case derivation process must take place without any human intervention, that is, fully automatically

- the number of traces (hence test cases as well) included in the generated set must be limited

- though random subset of all traces, that is, walks have been shown to be “quite satisfactory” [TB03], the strategy should have a better fault detection ability or require less execution time than the same number of random traces

- test cases are generated from the black box perspective, state space search algorithm do not use information related to the current state of the specification model

This thesis group limits the number of test cases to be generated with a fault model. The mutation technique is well-known in the software world: it was originally proposed for test data selection [DMLS78] and used for software validation. Research of the last decade has shown that it is applicable not only for software but for formal models as well [PG91, WL93, FMDM94, SMFLDS00, FMM+95, FSM99, ABM98, BOY00, AB99]. Beside our work SDL has been addressed twice, in both cases the
aim is the validation of the specification. The approach in [1] builds on our work, the latest paper [WRQB08] is independent.

The statements in this thesis are complementary and in line with the statements that appeared in Zoltán Pap’s Ph.D. thesis [Pap06], where a fault model of atomic operators for SDL and an automatic test selection algorithm were proposed. I use that fault model for evaluating the test generation method of this thesis and the test selection method in the third thesis group.

**Thesis 1.1** I designed and formalized a new fault model based formal framework for SDL that supports the automatic application of fault models and the generation of abstract test cases.

I designed a formal framework for SDL specification that use the fault model of Pap [Pap06] to generate test cases automatically.

![Image of diagram](image.png)

**Figure 1:** Model of fault model based automatic test generation for SDL

My test generation framework builds on the \( \text{io} \) conformance and the refusal preorder implementation relations of the formal framework for conformance testing model [Tre00]. The conformance relation check if the implementation can produce the behavior given in the specification. However, this relation does not necessarily hold between the original specification and a faulty implementation, which is conform to a specification with an injected fault.

The model is given in Figure 1. The conformance relation holds both between the SDL specification and the product and between the mutant specification and the faulty product. The mutant specification is automatically generated with an \( \omega \in \Omega \) mutation operator from the original SDL specification: the operator either
adds and/or removes – possibly a set of – transitions and/or relabels the transition part of a transition. From the design aspect this means that a requirement is either added and/or removed or modified. From the point of view of implementation, the faulty product that is in ioco relation with that mutant specification implements some optional features, but may not implement mandatory features from the original set of requirements. This enables the formalization of the relation between the original and the mutant specifications, which is a refusal preorder relation:

- mandatory features must be present in the mutant specification as well, and
- the optional features are considered only in the implementation and not in the specification, that is a mutant specification must not specify additional optional features.

To prove that there is a refusal preorder between two systems, one must check all possible sequences. However, to prove that the refusal preorder relation does not hold, a single trace of the original specification must be found that is not present in the mutant specification, and that trace is suitable for checking the ioco relation as well.

**Thesis 1.2** I defined a selective test generation method that derives a set of abstract conformance test cases, while the number of test cases is limited and the fault detection ability is preserved in generation time by a fault model. I evaluated this method with simulations performed using a software tool that implements the formal framework of Thesis 1.1.

Algorithm 1 generates a test set for SDL specifications automatically. That test set has the highest possible fault detection ability with regard to the given Ω fault model. The size of the resulting test set is not more than the number of mutant system generated.

I investigated the algorithm above with simulations on the INRES system, Conference Protocol and on two real life protocols, on the WAP WTP (Wireless Application Protocol – Wireless Transaction Protocol) and on the SS7 MTP2 (Signalling System No. 7 – Message Transfer Part level 2). I compared with random walk and brute force based test generation methods.

The strength of the proposed method and the implementing software tool is that it automatically generates a test set of limited size and with high fault coverage for an SDL specification based on a fault model. Its weakness is the high computation demand.

The results presented in Chapter 3 in the dissertation are published in [C6, C7, J2, C2]. There are four independent [1, 2, 3, 4] and one dependent [5] citations to these papers.
Algorithm 1: Derivation of test cases from an EFSM specification with mutation analysis

```
input : m = (S, V, I, O, T), an EFSM/SDL specification; stop condition
output: Σ = {..., σ, ...} test set, where σ is an IOTS.
1 for t ∈ T do
2   for ω ∈ Ω do
3       Let m' = (S, V, I, O, T'), where t' = ω(t), t' ∈ T', t ∈ T;
4       σ = null;
5       repeat
6         if stop then return;
7         /* Let an arbitrary test generation method explore the
8            state space of M and construct σ incrementally */
9           σ := derive(m);
10        until out(m, σ) ̸= out(m', σ);
11       Σ := Σ ∪ {σ};
12   endfor
13 endfor
14 return Σ
```

4.2 Optimal string edit distance based test selections

Thesis group 2 [J3, C13] I extended the string edit distance based test selection method with a procedure that finds the maximum possible reduction with the highest diversity of an input test set with regard to a density threshold. I investigated the proposed method with simulation and compared it with other coverage metrics.

This thesis uses the method of Vuong and Alilovic-Curgus proposed in [VAC92] and extended in [FGMT02] by Feijs et al. That methodology represents test cases as strings and considers that the similarity of two test cases can be measured by their string edit distance. The former paper by Vuong and Alilovic-Curgus introduces a test coverage metric based on the concept of testing distance between traces. Traces are considered to be similar (redundant) if they can be transformed to each other with a cost no more than a given ε parameter, so that the test set is said to be ε-dense.

In the latter paper Feijs et al. generalize the original idea by introducing a reduction heuristic and a cycling heuristic: The notion of marked traces is proposed to tackle the problem of traces revisiting states of the system via the same loop at most a given number of times determined by the reduction heuristic. Formulae are given to precisely calculate the normed distance between traces containing symbols and marked traces (loops).
That method is able to find out if two test cases are redundant. The extension I propose can tell which of that two test cases should be preserved in the test set.

**Thesis 2.1** I defined a polynomial time algorithm that reduces the string edit distance based test selection to a matching problem in bipartite graphs. The algorithm finds the size of reduced test sets after a maximum reduction of the input test set with regard to the given approximation threshold. I showed that the minimal size can be found in $O(|\Sigma|^3)$ time, where $|\Sigma|$ is the size of the test set to be reduced.

I defined the distance matrix based on the distance metrics of [VAC92, FGMT02]:

$$D = [d_{ij}],$$

where $d_{ij} = d(\mu(t_i), \mu(t_j))$ and $1 \leq i, j \leq |\Sigma|$, $i, j \in \mathbb{N}$, and $\mu$ is a test case to marked trace mapping.

The inputs of Algorithm 2 are the distance matrix of the test set $\Sigma$ and a $\varepsilon$ threshold. The output is the minimum cardinality of the reduced set. The test set $\Sigma$ is divided into two disjoint subsets: a $\Sigma''$ subset of test cases that can and a $\Sigma'_0 \subseteq \Sigma'$ subset of test cases that cannot be $\varepsilon$-covered by other test cases. The test cases from $\Sigma'_0$ must be included in $\Sigma'$, and from $\Sigma''$ the minimum number of cases must be selected: $\Sigma' = \Sigma'_0 \cup \text{reduce}(\Sigma'')$. Thus the maximum reduction of $\Sigma''$ yields the most compact $\Sigma'$.

For the computation two matrices $A$ and $A_\psi$ of boolean values and a bipartite graph $G'$ are used. The algorithm first determines which test cases of $\Sigma$ $\varepsilon$-cover each other, and if they do, it is marked in $A$ with 1 value (lines 4-7). Then, the size of the $\Sigma'_0$ set is determined in lines 8-10. In lines 11-15, if exactly the same coverage is found for two test cases, then one of them is eliminated. Lines 16-22 construct a bipartite graph $G'$ based on matrix $A$. The Hopcroft-Karp algorithm [CLRS01] is used for finding a maximum cardinality assignment $\psi$ in $G'$ (line 23). The $k$ minimal size returned in line 28 is the size of $\Sigma'_0$ plus the rank of the upper or lower triangular matrix of $A_\psi$ constructed based on the maximum matching in lines 24-27.

Given the distance matrix, the construction of the bipartite graph is $O(|T|^2)$. The worst-case complexity of the Hopcroft-Karp algorithm [CLRS01] applied to the graph $G' = (N', E')$ is $O(\sqrt{|N'| |E'|})$. Since $|N'| \leq 2|\Sigma|$ and $|E'| \leq |\Sigma|^2$ its complexity is $O(|\Sigma|^{5/2})$. Hence the worst case complexity of this algorithm is determined by the search for same rows in $A$, which is $O(|\Sigma|^3)$. 1.

**Thesis 2.2** I reduced the problem of finding the most diverse subset of an input test set to the $k$-assignment problem defined by Dell’Amico and Martello.

---

1The complexity can further be reduced. Searching for identical rows in matrices can be done more effectively with the Rabin-Karp algorithm [CLRS01], which operates on the hash values of patterns. That algorithm can find all matching rows in $O(\Sigma)$. So the resulting complexity of Algorithm 2 is $O(|\Sigma|^{5/2})$.
Algorithm 2: Deriving the string edit distance based test case selection problem to a matching problem in bipartite graphs

```plaintext
input: D distance matrix of Σ test set; ε threshold
output: k, the maximum number of redundant cases for the given ε
1 data(A = [aij], aij ∈ {0, 1}; Aψ = [aψij], aψij ∈ {0, 1});
2 G' = (N', E') bipartite graph, where N' = N'R ∪ N'C)
   /* Initialization */
3 k := 0, N'R := ∅, N'C := ∅, E' := ∅, A := 0, Aψ := 0;
   /* Computing the A matrix */
4 foreach i, j, 1 ≤ i, j ≤ |Σ| do
5     if dij < ε then aij = 1;
6     else aij = 0;
7 endforeach
   /* Counting the elements of Σ0 */
8 foreach i do
9     if ∑j aij = 0 then k := k + 1;
10 endforeach
   /* Finding test cases with the same coverage */
11 foreach k, l, 1 ≤ k ≤ |Σ| − 1, k < l ≤ |Σ| do
12     if ∑j (akj xor aij) = 0 then
13         foreach j, 1 ≤ j ≤ |Σ| do aij := 0, ajl := 0;
14         endif
15 endforeach
   /* Constructing the G' graph */
16 foreach σi ∈ Σ do
17     N'R := N'R ∪ σi;
18     N'C := N'C ∪ σi;
19 endforeach
20 foreach i, j, 1 ≤ i, j ≤ |Σ| do
21     if aij > 0 then E' := E' ∪ {(n'i, n'j)};
22 endforeach
23 Let E'ψ be the matching selected by the Hopcroft-Karp algorithm;
   /* Marking the pairs of the maximum matching in Aψ */
24 foreach i, j, 1 ≤ i, j ≤ |Σ| do
25     if (n'i, n'j) ∈ E'ψ then Aψij = 1;
26     else Aψij = 0;
27 endforeach
28 return k := k + rank(A')
```

The redundancy among test cases in a test set is the smallest, if sum the pairwise distances in the reduced subset is maximal. When more $\Sigma'$ exist with the minimum cardinality, the one with the highest internal distance sum should be preferred, which can be determined in polynomial time of the size of the input set $\Sigma$. The optimization problem is the following:

$$\max \sum_{\sigma_i \in \Sigma', \sigma_j \in \Sigma'} d(\mu(\sigma_i), \mu(\sigma_j)), \quad (1)$$

where $\forall i, j : d(\mu(\sigma_i), \mu(\sigma_j)) > \varepsilon$.

![Figure 2: The flow problem equivalent to the maximum distance $k$-cardinality matching](image)

The minimum cost maximum flow can be found by solving the following optimization with linear programming, that is, the problem is in other words:

$$\max \sum_{i=1}^{\mid \Sigma \mid} \sum_{j=1}^{\mid \Sigma \mid} c_{ij}d_{ij}, \quad (2)$$

$$\sum_{j=1}^{\mid \Sigma \mid} c_{ij} \leq 1, i = 1, \ldots, |\Sigma|, \quad (3)$$
\[ \sum_{i=1}^{\left| \Sigma \right|} c_{ij} \leq 1, j = 1, ..., \left| \Sigma \right|, \] (4)

\[ \sum_{i=1}^{\left| \Sigma \right|} \sum_{j=1}^{\left| \Sigma \right|} c_{ij} = k, \] (5)

where \( c_{ij} \in \{0, 1\} \). This problem has been defined as the \( k \)-cardinality assignment problem by Dell’Amico and Martello and has been shown to be a P-space problem in [DAM97].

I compared this string edit distance based test selection method with two other test selection method on the INRES system and the Conference Protocol. Test sets derived manually and automatically are used in this investigation. One of these two methods is the fault coverage based test selection method proposed in [Pap06], where the test case requirements are considered to be faults injected systematically into the system according to the given fault model. The other is a transition coverage based method that regards the checking of a transition of an FSM as a test case requirement. Hence the two SDL systems are unfolded into FSM.

<table>
<thead>
<tr>
<th>Test set</th>
<th>System</th>
<th>Method</th>
<th>Number of selected cases</th>
<th>Number of faults detected</th>
<th>Transitions covered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automatic</td>
<td>INRES</td>
<td>String</td>
<td>4/8</td>
<td>19/25</td>
<td>11/13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transition</td>
<td>3/8</td>
<td>19/25</td>
<td>11/13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fault</td>
<td>4/8</td>
<td>23/25</td>
<td>11/13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transition</td>
<td>8/13</td>
<td>19/25</td>
<td>10/13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fault</td>
<td>4/13</td>
<td>23/25</td>
<td>8/13</td>
</tr>
<tr>
<td>Automatic</td>
<td>Conference</td>
<td>String</td>
<td>14/40</td>
<td>59/78</td>
<td>39/55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transition</td>
<td>11/40</td>
<td>59/78</td>
<td>40/55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fault</td>
<td>6/40</td>
<td>60/78</td>
<td>25/55</td>
</tr>
</tbody>
</table>

Table 1: Results of the selection experiments

In general according to Table 1, the smallest reduced test and the highest fault coverage ration is provided by the fault based method. The highest transition coverage can be achieved by the transition coverage based method. The string based method provides results close to the transition coverage based method, but this is automatic and requires much less time to execute than the automatic fault based method.

The strength of this method is that is a polynomial time solution. Its weakness is that because of the \( \varepsilon \) threshold it may not be able to reduce the test set as other coverage metrics.
An open research problem connected to this thesis group is the efficient mapping of test cases to strings.

The results presented in Chapter 4 of the thesis are published in [J3, C13, C4].

4.3 Iterative test specification

Thesis group 3 [H, C9] I defined abstract iterative algorithms on the pattern of evolutionary algorithms to reduce the computation cost of selective automatic test generation. The method is also able to support the maintenance of test set over iteration cycles. I introduced test suite metrics and used them as optimization criteria. I conducted empirical analysis to evaluate the efficiency of the method.

The large computation demands of the test selection method proposed in the first thesis group can be reduced. Recently several research papers [WW06, LI07, KHS08] proposed test data selection solutions with evolutionary methods.

My method is based on test set metrics and the heuristics of partial matching among the set of test cases and a set of test case properties. At a time the optimum is determined for a subset of the test case set, and in each iteration cycle the metrics of the old and new sets are compared.

I defined two abstract algorithms. Both use the same set of operations: derive a new test case (derive), compute the cost matrix of the matching problem (compute), solve the matching problem (reduce), compose two matching problems (append). The inputs of the algorithms are an EFMS and a stop condition, the output is a test set with abstract test cases.

In Algorithm 3 selectivity is achieved by not adding test cases considered to be redundant according to a given metric. The inputs are a specification machine, a feature set and a stop condition. The latter is used to break the iteration cycle. The output is a set of test cases.

Test selections problems have been shown to be NP-hard, hence it takes significantly less time to run the optimization for small test suites, rather than to optimize a complete test suite. Algorithm 4 uses this observation to generate a test suite that has already been optimized according to a given metric making further test selection unnecessary.

I concretized the algorithms above by introducing fault coverage based and string edit distance based test suite metrics.

The fault coverage based concretization is based on the fails_after function defines as follows: $\text{fails\_after} : \Sigma \times M \to \mathbb{N}$ a $\text{fails\_after}$. Let $\forall \sigma \in \Sigma, m \in M : \text{fails\_after}(\sigma, m) = l \iff \text{obs}(\text{substring}(\sigma, l), m) = \text{fail}, \text{obs}(\text{substring}(\sigma, l-1), m) = \text{pass}$, where $l \leq \text{length}(\sigma), l \in \mathbb{N}$. Hence $\text{obs}(\sigma, f) = \text{pass} \iff \text{fails\_after}(\sigma, m) = \text{length}(\sigma)$. 
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Algorithm 3: Iterative test derivation

```plaintext
input : m, F, stop
output: Σ
/* the actual test suite in cycle k, a matrix of integer values
   in cycle k */
data(Σ, Φ);
/* Initialization */
k := 0;
Σ[0] := ∅;
Φ[0] := 0
/* The k-th iteration cycle: */
repeat
  switch random choice do
    case modify existing cases
      foreach σ ∈ Σ[k − 1] do σ := derive(m, σ);
    case generate a new case
      σ := derive(m);
      Σ[k] := Σ[k − 1] ∪ {σ};
  endsw
  Compute Φ[k] based on the actual Σ[k] and F ∪ {m};
  if Φ[k]^(F) > Φ[k − 1] then
    Σ := Σ[k];
  endif
until stop = false;
```
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Algorithm 4: Iterative test generation with immediate optimization

input : \( m, F, \text{stop} \)
output: \( \sigma \)

/* the actual test suite in cycle \( k \), a matrix of integer values
in cycle \( k \), a matrix of boolean values in cycle \( k \) */

data(\( \Sigma, \Phi, C \));

/* Initialization */

\( k := 0; \)
\( \Sigma[0] := \emptyset; \)
\( \Phi[0] := 0; \)
\( C[0] := 0; \)

/* The \( k \)th iteration cycle: */
repeat
  switch random choice do
    case modify existing cases
      foreach \( \sigma \in \Sigma[k - 1] \) do \( \sigma := \text{derive}(m, \sigma); \)
    case generate a new case
      \( \sigma := \text{derive}(m); \)
      \( \Sigma[k] := \Sigma[k - 1] \cup \{ \sigma \}; \)
  endsw
  Compute \( \Phi[k] \) based on the actual \( \Sigma[k] \) and \( F \cup \{ m \} \);
  Compute \( C[k] \) from \( \Phi[k] \);
  Let
  \( \Sigma[k] := \text{reduce}(\text{append}(\Sigma[k - 1], \Sigma[k]), \text{select}(\text{append}(C[k - 1], C[k]))); \)
  Let \( \Phi[k] := \text{reduce}(\text{append}(\Phi[k - 1], \Phi[k]), \text{select}(\text{append}(C[k - 1], C[k]))); \)
until \( \text{stop} = \text{false} \);
Matrix $\Phi$ can be computed using the fails_after function: $\Phi_{ij} := \text{fails\_after}(\sigma_i, \phi_j), \forall i, j \in \mathbb{N}, 1 \leq i \leq |\Sigma|, 0 \leq j \leq |\Phi|$. Therefore the input of the fault based test selection method – proposed in Pap’s thesis [Pap06] – is: $\forall i, j \in \mathbb{N}, 1 \leq i \leq |\Sigma|, 1 \leq j \leq |\Phi| :$

$$C_{ij} = \begin{cases} 0 & \iff \Phi_{j0} = \Phi_{ij} \iff \text{fails\_after}(\sigma_i, m) = \text{fails\_after}(\sigma_i, \phi_j). \\ 1 & \iff \Phi_{j0} \neq \Phi_{ij} \iff \text{fails\_after}(\sigma_i, m) \neq \text{fails\_after}(\sigma_i, \phi_j). \end{cases}$$

The fault coverage of the test set $\Sigma$ can be computed using these $\Phi_{\Sigma}$ and $C_{\Sigma}$ matrices. The fitness functions below consider the following properties of $\Sigma$: fault detection ability, average length of test cases, number of test cases, uniformity in fault detection ability.

1. The number of faults detected by the $\Sigma$ test set is a number that can be used to evaluate a test set. Let $cr_1 : C \rightarrow \mathbb{N}$ be a fitness function, where $C$ is a matrix of boolean values:

$$cr_1(C_{\Sigma}) = \sum_{j=1}^{\vert \Sigma \vert} \sum_{i=1}^{\vert F \vert} \text{sgn}(c_{\Sigma_{ij}}),$$

where $\text{sgn}(x)$ is the signum function: $x < 0 \Rightarrow \text{sgn}(x) = -1, \text{sgn}(0) = 0, x > 0 \Rightarrow \text{sgn}(x) = 1$.

2. Let the fitness function $cr_2 : \Sigma \rightarrow \mathbb{R}$ be a fitness function that calculates the the average length of the test cases in $\Sigma$:

$$cr_2(\Phi_{\Sigma}) = \frac{\sum_{j=0}^{\vert F \vert} \sum_{i=1}^{\vert \Sigma \vert} \phi_{\Sigma_{ij}}}{\vert \Sigma \vert}.$$

3. Let $cr_3 : \Sigma \rightarrow \mathbb{R}$ be a fitness function for the test set $\Sigma$ such that: $cr_3(\Sigma) = \vert \Sigma \vert$.

4. Let $cr_4 : C_{\Sigma} \rightarrow \mathbb{R}$ be a fitness function defined by the uniformity of the fault detection capability of $\Sigma$:

$$cr_4(C_{\Sigma}) = \frac{\sum_{j=1}^{\vert F \vert} (\sum_{i=1}^{\vert \Sigma \vert} c_{\Sigma_{ij}})^2}{\vert \Sigma \vert}.$$

I conducted simulation based experiments on the INRES system, Conference Protocol, WAP WTP and SS7 MTP2 to check the efficiency of fault coverage based
iterative test generation methods. I found that the proposed iterative methods reduce the test generation time while they have similar fault coverage values and similar resulting test set sizes as the non-iterative method composed of the generation of a huge test set and performing a test selection.

I showed the string edit distance based iterative automatic test generation method on the example of the INRES system. I used the following string edit distance based metric to evaluate the test set $\Sigma$: The pair $(\mu(\Sigma), dd)$ defines a metric space, where $\Sigma$ is the set of test cases over the $I \cup O$ alphabet, $\mu$ is a marked trace transformation of a test case and $dd : \Sigma \times \Sigma \to \mathbb{R}$ is a distance function such that $\forall \Sigma_1, \Sigma_2 \subseteq \Sigma$:

$$dd(\Sigma_1, \Sigma_2) = \left| \sum_{\sigma_i \in \Sigma_1, \sigma_j \in \Sigma_1} d(\mu(\sigma_i), \mu(\sigma_j)) - \sum_{\sigma_i \in \Sigma_2, \sigma_j \in \Sigma_2} d(\mu(\sigma_i), \mu(\sigma_j)) \right|$$

The strength of the proposed solution is that it can make use of theoretical coverage metrics and reduce the computation time needed to automatically generate already reduced test sets. Its weakness is that the generated set may be larger as the one generated without the evolutionary cycle.

The results presented in Chapter 5 are published in [C9, J1, C13, C4].

5 Application of the results

The results of the dissertation support computer aided design of telecommunication protocols. The proposed selective automatic test generation methods are effective for development life-cycle methodologies that involve a formal modelling activity in the design phase.

All three theses focus on the test specification activity with the purpose of automatically generating test sets with low redundancy and high quality. The solution of the first thesis group is an automatic test generation method for SDL specifications. It can be used for generating a limited set of test cases with low redundancy with regard to the fault detection ability. The approach in the second thesis is a quick and effective automatic method for eliminating redundancies in a test set. With further research on test cases to string mapping it can be brought to real life practice. The algorithms of the third thesis transform any coverage metric into a selective automatic test generation algorithm, and the iterative cycle reduces the computation demands for evaluating the coverage metrics for all test cases.

The software tool that implements the proposed methods can be used as extension to commercial tools like Telelogic (now IBM) Tau [Tau] to find redundancies among test cases generated automatically with them.
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