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Abstract

Web-based software systems access some resources while executing the requests of the clients. Typically several requests arrive at the same time, thus, competitive situation is established for the resources. For modeling such situations queueing model-based approaches are widely recognized. There is a demand for researching the ways how performance models can become more efficient as well as validated. This thesis addresses the issues to establish performance models and evaluation methodologies, which are suitable for performance prediction of web-based software systems. The results that facilitate to improve the present performance models can be divided into three main parts. The first result group introduces and verifies queueing network models and evaluation algorithms to model multi-tier ASP.NET web-based software systems. These models and algorithms can be applied to performance prediction in ASP.NET environments. The validity of these models and algorithms as well as the correctness of the performance prediction is proven with performance measurements. This contribution also includes the identification and investigation of new dominant factors considering the response time and throughput performance metrics. Statistical methods are proposed regarding the methodology of examinations. The second and third contributions deal with the establishment and investigation of the evaluation and prediction techniques applying the identified performance factors. Novel models and algorithms are proposed to model the thread pool (in the second result group) and the queue limit (in the third result group). In addition, the computational complexity as well as the limit of the response time and throughput sequences provided by the proposed models and algorithms is investigated. The novel models and algorithms can be applied to performance prediction in ASP.NET environment. The validity of the proposed models and algorithms as well as the correctness of the performance prediction is proven with performance measurements. In order to illustrate the practical applications of the results, a web-based software system using the proposed algorithms and models is developed, in addition, the proposed methods are applied in real systems. These methods facilitate the efficient performance prediction of web-based software systems.
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Web-based software systems [Goodyear, 1999] [Bates, 2006] [Henderson, 2006] provide users with the opportunity to save time and money, and improve the way to interact with clients, suppliers and business partners. New frameworks and programming environments were released to aid the development of complex web-based software systems [Boudreau et al., 2002] [Sells et al., 2003] [Holzner, 2004] [Iyengar et al., 2005]. These new languages, programming models, and techniques are proliferated nowadays, thus, developing such applications is not the only issue anymore: operating, maintenance and performance questions have become of key importance.

The performance of web-based software systems is one of the most important and complicated consideration, because they face a large number of users, and they must provide high-availability services with low response time, while they guarantee a certain throughput level. These performance-related requirements of a web application are often recorded in a Service Level Agreement (SLA) [Sturm and Morris, 2000] [Hiles, 2002].

Performance metrics are influenced by many factors. Several papers have investigated various configurable parameters, and the way in which they affect the performance of web-based software systems. Statistical methods and hypothesis tests are used to retrieve factors influencing the performance. An approach [Sopitkamol and Menascé, 2005] applies analysis of variance, other performs independence test [Bogárdi-Mészöly et al., 2005e].
Nowadays the Microsoft .NET environment became one of the most prominent technologies of web-based software systems. Through the settings of the application server, the performance can be affected in several ways [Odlner et al., 2002] [Hasan and Tu, 2003] [Vorobiov et al., 2003] [Wienholt, 2003] [Meier et al., 2004].

Web-based software systems access some resources while executing the requests of the clients. Typically several requests arrive at the same time, thus, competitive situation is established for the resources. For modeling such situations queueing model-based approaches are widely used. Queueing networks and their extensions (such as queueing Petri nets [Kounev and Buchmann, 2003]) have also been proposed to model web-based software systems [Smith and Williams, 2000] [Menascé and Almeida, 2001] [Urgaonkar, 2005]. The performance metrics can be predicted with the help of properly designed performance models and appropriate evaluation algorithms, which arises several open questions.

1.1 Thesis Contributions

This thesis is organized around three concepts that make the performance models of web-based software systems more efficient.

- Performance prediction and performance factor identification.
- Modeling the thread pool.
- Modeling the queue limit.

With the help of a properly designed performance model and an appropriate evaluation algorithm the performance metrics can be predicted. Performance factors of web-based software systems can be identified and investigated with statistical methods. The identified performance factors must be modeled to improve performance models. In this thesis:

- Queueing network models and evaluation algorithms are provided to model multi-tier ASP.NET web-based software systems. It is shown that these models and algorithms can be applied to performance prediction in ASP.NET environment.
• The validity of the model and the correctness of the performance prediction are proven with performance measurements.

• These models and algorithms are analyzed in order to provide a comparative base for proposed models and algorithms. The computational complexity as well as the limit of the response time and throughput sequences is determined.

• It is shown that the independence test can be applied to performance factor identification. It is proven by this statistical method that the thread pool attributes and queue limit parameters are performance factors.

• It is shown with statistical methods that the response time performance metric tends to a normal distribution if the probability variables are the thread pool parameters.

In case of multithreaded application, I/O requests and CPU instructions can be executed simultaneously. Due to this behavior of the thread pool, the evaluation algorithm can be effectively improved. In this thesis:

• A novel evaluation algorithm is proposed to model the behavior of the thread pool.

• The computational complexity of the proposed algorithm as well as the limit of the response time and throughput sequences computed by the novel algorithm is provided.

• It is shown that the proposed algorithm can be applied to performance prediction of web-based systems in ASP.NET environment.

• The validity of the proposed algorithm and the correctness of the performance prediction with the novel algorithm are proven with performance measurements. It is shown that the error of the proposed algorithm is less than the error of the original algorithm.
The queue size must be limited to prevent requests from consuming all the memory for the server and for an application queue. Considering the queue limit, the performance model and the evaluation algorithm can be effectively enhanced. In this thesis:

- Novel models and algorithms are suggested to model the global and application queue limit parameters.

- The computational complexity of the proposed algorithms as well as the limit of the response time and throughput sequences computed by the novel algorithms is provided.

- It is shown that the proposed models and algorithms can be used for performance prediction of web-based software systems in ASP.NET environment.

- The validity of the suggested models and algorithms as well as the correctness of the performance prediction with the proposed models algorithms are proven with performance measurements. It is shown that the error of the suggested models and algorithms is less than the error of the original model algorithm.

As illustrated in this thesis, results related to the enlisted issues constitute more efficient performance models of web-based software systems.

1.2 Thesis Structure

The rest of this thesis is organized as follows.

- Chapter 2 is devoted to illustrate the motivations of the results in this thesis. This chapter serves as a general introduction to the topic of performance analysis.

- Chapter 3 introduces the concept of thread pools and queued requests, the conducted performance measurements, the queueing network models for multi-tier software systems, the probability theoretical and statistical methods for investigating performance factors, the used techniques and tools to provide the background and the research efforts related to this work.
• In chapters 4, 5, 6 the contributions of this thesis are presented. Firstly, these chapters introduce the motivation, then, discuss the contributions, finally, provide the chapter summary. The results are divided into three parts: (i) performance prediction and performance factor identification (Chapter 4), (ii) modeling the thread pool (Chapter 5), and (iii) modeling the queue limit (Chapter 6).

• In Chapter 7, the possibilities of practical application are demonstrated. Furthermore, to illustrate the practical relevance, the application of the results is shown.

• Chapter 8 is devoted to the summary and future work.
Motivation

This chapter is devoted to review the motivation, the industrial demands and backgrounds which have led to the extensive research of the need for improved performance models of web-based software systems. An overall view is provided here, as opposed to a narrow concentration on the closely related topics in the following chapter (Chapter 3). Firstly, a brief overview of performance evaluation is given. Secondly, workload characterization techniques are discussed. Thirdly, performance prediction techniques are introduced, especially queueing models are described in detail. Then, the open issues are presented. Finally, the chapter summary is given.

2.1 Brief Overview of Performance Evaluation

Performance evaluation is significant at every stages of the development process. There are three techniques for performance evaluation: analytical modeling, simulation and measurement [Jain, 1991]. Performance measurements can serve as the basis for performance modeling and prediction.

There are a number of books on computer systems performance evaluation. However, most of these books emphasize only one of the three evaluation techniques. [Lazowska et al., 1984] treats queueing models. [Lavenberg, 1983] reviews queueing models and simulation. [Ferrari, 1978] [Ferrari et al., 1983] [Howard, 1983] discuss measurement techniques and their applications to a wide variety of performance problems. Other books on performance analysis and

**Definition 2.1.** A *performance metric* is a criterion to compare the performance.

In general, the metrics are related to the speed, accuracy, and availability of services. The parameter list can be divided into system parameters and workload parameters. System parameters include both hardware and software parameters, which generally do not vary among various installations of the system. Workload parameters are characteristics of requests of users, which vary from one installation to the other. The list of parameters can be divided into two parts: those that are varied during the evaluation and those that are not.

**Definition 2.2.** The parameters to be varied are called *factors* and their values are called *levels*.

For each performance study, a set of performance metrics must be chosen. Generally, the outcomes can be classified into three categories: the system may perform the service correctly, incorrectly, or refuse to perform the service depicted in Fig. 2.1.

If the system performs the service correctly, its performance is measured by the time taken to perform the service, the rate at which the service is performed, and the resources consumed while performing the service. These three metrics related to time-rate-resource for successful performance are also called responsiveness, productivity, and utilization metrics, respectively.

If the system performs the service incorrectly, an error is said to have occurred. It is helpful to classify the errors and to determine the probabilities of each class of errors and the time between errors.

If the system does not perform the service, it is said to be down, failed, or unavailable. It is helpful to classify the failure modes and to determine the probabilities of each class, the duration of the event, the time between events.
Figure 2.1. Performance metrics

Figure 2.2. Response time definition
Definition 2.3. **Response time** (depicted in Fig. 2.2) is the interval between a user request and the system response. **TTFB** (Time To First Byte) is the interval between the end of a request submission and the beginning of the corresponding response from the system. **TTLB** (Time To Last Byte) is the interval between the end of a request submission and the end of the corresponding response from the system.

Definition 2.4. **Throughput** is the rate (requests per unit of time) at which the requests can be serviced by the system.

The utilization of a resource is measured as the fraction of time the resource is busy servicing requests. Thus, this is the ration of busy time and total elapsed time over a given period.

### 2.2 Workload Characterization Techniques

Workload characterization is a modeling process to reproduce the user behavior. [Ferrari, 1972] [Agrawala et al., 1976] [Oed and Mertens, 1981] survey workload characterization techniques. [Sreenivasan and Kleinman, 1974] describes a case study of multiparameter histogram technique. [Serazzi, 1985] introduces application of principal-component analysis techniques. [Everitt, 1974] describes various clustering techniques, clustering analysis has been applied in numerous case studies, for example, [Mamrak and Amer, 1977] [Artis, 1978] [Calzarossa and Ferrari, 1986].

The customers use different navigation and workload patterns for E-Commerce systems. One approach analyzes the Customer Behavior Model Graph (CBMG) [Menascé and Almeida, 2000] [Menascé, 2002], while another uses Markov Chains [Latouche and Ramaswami, 1987] [Kijima, 1997]. CBMG graphs can be transformed to stable Markov chains with a simple transformation. Further methods use mathematical models like Phase-type distributions or Quasi Birth Death processes [Xia et al., 2002] [Cao et al., 2003].
The Markovian structures due to their computability and numerical stability are efficiently applied to stochastic modeling. The structure of Phase type (PH) distributions [Horváth and Telek, 2002] [Bobbio et al., 2004] [Horváth and Telek, 2007] and Markovian arrival processes (MAP) [Lucantoni et al., 1990] [Latouche and Ramaswami, 1999] [Horváth et al., 2005] admits a probabilistic interpretation in terms of Markov chains. Since efficient numerical techniques are available for the solution of queueing models with PH distributions and MAPs, they are widely used in traffic engineering. PH distributions are non-negative distributions with Markovian structure, which are widely used in distribution approximation due to their computational advantages and easy integration in complex stochastic models.

Matrix exponential (ME) distributions and processes (MEP) [Lipsky, 1992] [Fackrell, 2005] [Bodrog et al., 2008] are more general stochastic models than PH distributions and MAPs. They do not have a simple stochastic interpretation, and most of the solution methods applied to Markovian models cannot be directly applied to them.

The extension of discrete state stochastic models with a continuous reward variable results in a very effective modeling tool, the stochastic reward model [Howard, 1971] [Begain et al., 1995] [Horváth and Telek, 2006]. They are applied to modeling and performance analysis of various engineering systems. Because of their relative tractability, reward models associated with continuous time Markov chains (CTMC), referred to as Markov reward models (MRM), have attracted major attention. The analytical description of Semi-Markov [Ciardo et al., 1990] and Markov regenerative reward models [Telek and Pfening, 1996] are also available, but their numerical analysis is far more complex.

2.3 Performance Prediction Techniques

With the help of a properly designed performance model and an appropriate evaluation algorithm, the performance metrics can be predicted at early stages of the development process [Smith, 1990] [Moghal et al., 2004]. In the past few years several methods have been proposed to address this issue.
Several of them is based on queueing networks or extended versions of queueing networks [Ajmone Marsan et al., 1986] [Shaner et al., 1996] [Robertazzi, 2000] [Smith and Williams, 2001] [Jittawiriyamukoon, 2006]. By solving the queueing model using analytical and simulation solutions, performance metrics can be predicted.

Another group is using Petri-nets or generalized stochastic Petri-nets [Ajmone Marsan et al., 1986] [Shaner et al., 1996] [King and Pooley, 1999] [Robertazzi, 2000] [Bernardi et al., 2002] which can represent blocking and synchronization aspects much more than queueing networks.

As the third kind of the approaches, the stochastic extension of process algebras, such as TIPP (Time Processes and Performability Evaluation) [Herzog and Siegle, 2000], EMPA (Extended Markovian Process Algebra) [Bernardo and Gorrieri, 1998] [Bernardo et al., 2000], and PEPA (Performance Evaluation Process Algebra) [Gilmore and Hillston, 1994] [Hillston and Thomas, 1999] can be mentioned.

2.4 Queueing Models

Queueing theory is one of the key analytical modeling techniques used for performance analysis. The classic books in the area of queueing theory are [Kleinrock, 1975] [Kleinrock, 1976] [Cooper, 1981] [Gross and Harris, 1985] [Gelenbe and Pujolle, 1987], a more formal mathematical approach can be found in [Lavenberg, 1983], [Lazowska et al., 1984] is written in an easily readable form. There are books in the field of queueing theory and its application to computer systems [Kobayashi, 1978] [Gelenbe and Mitran, 1980] [Jain, 1991].

Queueing network models have been widely applied to performance evaluation. The exact solutions can be computed only for an important subset called separable (or product-form) queueing networks [Baskett et al., 1975]. Many non-separable queueing networks can be accurately approximated by combinations of inter-related separable queueing networks.

For separable queueing networks several algorithms have been proposed to obtain the exact solution with modest computational effort: operational analysis [Little, 1961] [Buzen, 1976] [Denning and Buzen, 1978], mean-value ana-
ysis [Reiser and Lavenberg, 1980], convolution [Buzen, 1973] are very useful, in addition, the technique of hierarchical modeling [Browne et al., 1975] [Chandy et al., 1975] is helpful in analyzing large systems.

Mean-Value Analysis (MVA) is the most widely used of these algorithms. Numerous Approximate Mean-Value Analysis algorithms have been proposed for yielding approximate answers with reduced computational cost [Wang and Sevcik, 1998] [Sevcik and Wang, 2002].

Two major algorithms have gained wide acceptance among performance analysts: the Bard-Schweitzer Proportional Estimation (PE) algorithm [Schweitzer, 1979] and the Chandy-Neuse Linearizer algorithm [Chandy and Neuse, 1982]. Both algorithms are iterative algorithms with substantially smaller computation requirements than the exact MVA algorithm. The Linearizer algorithm is more accurate than the PE algorithm, but at a higher computational cost.

The Queue Line (QL) algorithm is an iterative approximate algorithm. It has been empirically shown that the QL algorithm is more accurate than the PE algorithm, and it has the same computational efficiency as the PE [Wang and Sevcik, 2000].

2.5 Open Issues

Statistical methods and queueing models are recognized essential in performance analysis. The main topic of the research is performance prediction that can be achieved with identifying performance factors and enhancing performance models and evaluation algorithms to model the identified performance factors. The open issues related to the efficient performance models of web-based software systems are as follows.

- **Modeling web-based software systems.** The main goal is to model web-based software systems. The model should support performance prediction. The validity of the model and the correctness of the performance prediction should be proven.
• **Identifying performance factors.** In order to improve the performance models, more performance factors should be identified and investigated. Moreover, performance factor identification and investigation methods should be established.

• **Enhancing performance models and evaluation algorithms.** It would be beneficial to improve the current performance models and evaluation algorithms with the identified performance factors. The behavior of the enhanced models and algorithms should also be analyzed. The novel models and algorithms should provide the performance prediction. The validity of the novel models and algorithms and the correctness of the performance prediction should be proven.

### 2.6 Chapter Summary

This chapter has reviewed various techniques used in the performance analysis, namely, the workload characterization techniques, the stochastic models, the performance prediction techniques, and the queueing models have been discussed.

By this point, the goals have become clear: for web-based software systems, we need performance factor identification and investigation methods, in addition, evaluation and prediction techniques to model the identified performance factors. The techniques listed above seem to provide a promising direction.

The open issues are addressed by introducing the concepts of the performance prediction and performance factor identification (Chapter 4), furthermore, the enhancements of performance models and evaluation algorithms (Chapters 5 and 6) to achieve improved performance models of web-based software systems.
Chapter 3

Background and Related Work

This chapter is devoted to review the background and research efforts related this work, namely, the concept of thread pools and queued requests, the conducted performance measurements, the queueing network models for multi-tier software systems, the probability theoretical and statistical methods for investigating performance factors, the used techniques and tools, which have led to the extensive research of performance models of web-based software systems.

3.1 Thread Pools and Queued Requests

This section introduces the concept of thread pools and queued requests as well as the architecture of ASP.NET.

In case of using a thread pool depicted in Fig. 3.1, when a request arrives, the application adds it to an incoming queue [Carmona, 2002]. A group of threads retrieves requests from this queue and processes them. As each thread is freed, another request is executed from the queue.

If the implementation of this thread pool is efficient, it will be able to add or remove threads from the pool for the best performance. If the CPU does not reach the 50% utilization, it means that the executed requests are waiting for events or performing some kind of I/O operation. The pool can detect this situation and increase the number of threads such that more requests can be processed at the same time. In the opposite case, when the CPU reaches the 100% utilization,
the pool decreases the number of threads to obtain more real CPU time without wasting it in context switches.

The Microsoft .NET [Grimes, 2002] [Platt, 2003] [Chappell, 2006] is a framework. This framework includes a runtime environment, a set of tools for configuring and building applications, a large library of pre-coded solutions to common programming problems.

ASP.NET is a web application framework developed by Microsoft [Esposito, 2002b] [Kothari and Datye, 2002] [Liberty and Hurwitz, 2005]. It can be used to build dynamic web applications and web services. It is the successor to Microsoft’s Active Server Pages (ASP) technology. ASP.NET is built on the Common Language Runtime, allowing to write ASP.NET code using any supported .NET language.

The architecture of ASP.NET environment can be seen in Fig. 3.2. If a client is requesting a service from the server, the request goes through several subsystems before it is served.

From the IIS (Internet Information Services) [Microsoft IIS Team, 2003], the accepted HTTP connections are placed into a named pipe. This is a global queue between IIS and ASP.NET, where the requests are posted from native code to the managed thread pool. The global queue is managed by the process that runs ASP.NET, its limit is set by the `requestQueueLimit` property. When the Requests
Current counter – which includes the requests that are queued, being executed, or waiting to be written to the client – reaches this limit, the requests are rejected [Marquardt, 2003]. Thus, the Requests Current must be greater than the sum of $maxWorkerThreads$ plus $maxIOThreads$.

From the named pipe, the requests are placed into an application queue, also known as a virtual directory queue. Each virtual directory has a queue that is used to maintain the availability of worker and I/O threads. The number of requests in these queues increases if the number of available worker and I/O threads falls below the limit specified by $minFreeThreads$ property. The application queue limit is configured by the $appRequestQueueLimit$ property. When the limit is exceeded, the requests are rejected.

When an application pool receives requests faster than it can handle them, the unprocessed requests might consume all of the memory, slowing down the server and preventing other application pools from processing requests. This can happen, when the queue size limit is large, and the requests are coming in at a rapid rate or in case of a denial of service (DoS) attack [Mirkovic et al., 2005]. The size of the global queue and the size of the application queue must be limited to prevent requests from consuming all the memory for the server and for an application queue.

**Figure 3.2.** The architecture of ASP.NET environment
The .NET Framework offers a highly optimized thread pool, which is integrated with most of the classes included in the framework [Carmona, 2002]. This pool is associated with the physical process where the application is running, there is only one pool per process.

The thread pool configuration options are the following (see Fig. 3.3). The `maxWorkerThreads` attribute means the maximum number of worker threads, the `maxIOThreads` parameter is the maximum number of I/O threads in the .NET thread pool. These attributes are automatically multiplied by the number of available CPUs.

The `minFreeThreads` attribute limits the number of concurrent requests, because all incoming requests will be queued if the number of available threads in the thread pool falls below the value for this setting. The `minLocalRequestFreeThreads` parameter is similar to `minFreeThreads`, but it is related to the requests from the local host (for example a local web service [Cerami, 2002] call). These two attributes can be used to prevent deadlocks by ensuring that a thread is available to handle callbacks from pending asynchronous requests.

The `maxconnection` attribute defines the maximum number of the outgoing HTTP connections that can be initiated from the ASP.NET as a client (for example to a remote web service).
Figure 3.4. Partitioning the threads in the .NET thread pool

Table 3.1. Default and recommended values for the thread pool parameters

<table>
<thead>
<tr>
<th>Name of parameter</th>
<th>Default value</th>
<th>Recommended value</th>
</tr>
</thead>
<tbody>
<tr>
<td>maxWorkerThreads</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>maxIOThreads</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>minFreeThreads</td>
<td>8</td>
<td>88 * #CPU</td>
</tr>
<tr>
<td>minLocalRequestFreeThreads</td>
<td>4</td>
<td>76 * #CPU</td>
</tr>
<tr>
<td>maxconnection</td>
<td>2</td>
<td>12 * #CPU</td>
</tr>
</tbody>
</table>

According to the connections and limitations, the partition of the .NET thread pool is shown in Fig. 3.4. There are some obvious physical restrictions:

\[
\text{minLocalRequestFreeThreads} < \text{minFreeThreads}, \quad (3.1)
\]

\[
\text{minFreeThreads} < \text{maxIOThreads}, \quad (3.2)
\]

\[
\text{minFreeThreads} < \text{maxWorkerThreads}. \quad (3.3)
\]

Table 3.1 summarizes the thread pool parameters and their default and recommended values. The first two are automatically multiplied by the number of available CPUs, the latter ones have to multiplied manually. These parameters can be configured in the machine.config configuration file in XML (eXtensible Markup Language) format [Esposito, 2002a].
Table 3.2. Default values for the limits of the thread type and the queue size in ASP.NET 1.1 and 2.0 environments

<table>
<thead>
<tr>
<th>Name of parameter</th>
<th>ASP.NET 1.1</th>
<th>ASP.NET 2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>maxWorkerThreads</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>maxIOThreads</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>minFreeThreads</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>minLocalRequestFreeThreads</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>requestQueueLimit</td>
<td></td>
<td>5000</td>
</tr>
<tr>
<td>appRequestQueueLimit</td>
<td>100</td>
<td>5000</td>
</tr>
</tbody>
</table>

The default settings of the thread pool attributes (maxWorkerThreads, maxIOThreads, minFreeThreads, minLocalRequestFreeThreads) and the queue size limit parameters (requestQueueLimit, appRequestQueueLimit) in ASP.NET 1.0 [Homer and Sussman, 2003] [Homer et al., 2004] [MacDonald, 2004] and 2.0 [Bellinaso, 2006] [Esposito, 2006] environments are described in Table 3.2. Only one difference can be observed between the default values of the two versions, namely, in ASP.NET 2.0 the limits of the global queue and the application queue are the same.

3.2 Performance Measurements

This section demonstrates performance measurements, which have been conducted in ASP.NET environments for identifying and investigating performance factors as well as for validating the original along with the proposed models and algorithms.

The web server of web-based software systems was IIS 6.0. The server ran on a 2.8 GHz Intel Pentium 4 processor, it had 1 GB of system memory, and the operating system was Windows Server 2003 with Service Pack 1 [Stanek, 2004].
Three-tier ASP.NET web applications have been implemented (see the used tools in Section 3.5) in different ASP.NET environments. One of web applications is a real-world ASP.NET web site [MsPortal, 2009].

There were two environments. In the first environment, the application server was ASP.NET 1.1 runtime environment, the database management system was Microsoft SQL Server 2000 with Service Pack 3 [Delaney, 2000] [Otey and Conte, 2000]. In the second environment, ASP.NET 2.0 and Microsoft SQL Server 2005 with Service Pack 1 [Syverson and Murach, 2006] [Delaney, 2006] were used.

The clients ran on another PC on a Windows XP Professional computer with Service Pack 2 installed [Bott et al., 2004]. The supporting hardware was a 3 GHz Intel Pentium 4 processor, and it also had 1 GB system memory. The connection between the computers was provided by a 100 Mb/s network.

The emulation of the browsing clients and the measuring of the response time was performed by ACT and JMeter (see Section 3.5). Simultaneous browser connections (virtual users) sent a list of HTTP requests to the web server concurrently. The load was characterized as follows: it started from one simultaneous browser connection, then it continued with 2, 3, until the maximum number had been reached. In the user scenario, each virtual user was put on hold for an exponentially distributed think time between its requests to simulate the realistic usage of the application. Each test had a warm-up time for the load to reach a steady-state.

Firstly, the performance measurements have been performed for performance factor identification and investigation. Considering the connections and limitations depicted in Fig. 3.4, the settings of the four investigated thread pool tuning attributes are shown in Table 3.3. The settings of the two investigated queue limit parameters are summarized in Table 3.4. With these values of queue size limit, it is expected that both the saturation of the global queue and the application queue can be observed. One line means one set of measurements. In each set, one of the parameters was changed in the noted interval, the others were held on constant value (mostly on the default value).
Table 3.3. Measurement settings for thread pool attributes

<table>
<thead>
<tr>
<th>maxWorkerThreads</th>
<th>maxIOThreads</th>
<th>minFreeThreads</th>
<th>minLocalRequestFreeThreads</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-104</td>
<td>20</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>5-104</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>4-92</td>
<td>4</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>88</td>
<td>2-88</td>
</tr>
</tbody>
</table>

Table 3.4. Measurement settings for queue limit parameters

<table>
<thead>
<tr>
<th>requestQueueLimit</th>
<th>appRequestQueueLimit</th>
</tr>
</thead>
<tbody>
<tr>
<td>30-69</td>
<td>100</td>
</tr>
<tr>
<td>5000</td>
<td>5-44</td>
</tr>
</tbody>
</table>

Secondly, performance measurements described below have been performed for validating purposes only. For model parameter estimation and model evaluation, only one measurement or estimation is required in case of one customer.

Handling one session class, while the number of simultaneous browser connections varied, the average response time and throughput performance metrics were measured. Handling multiple session classes, there were two classes of sessions: a database reader and a database writer. The number of simultaneous browser connections of one class was fixed on a constant value, while the number of simultaneous browser connections of the other class varied, and the average response time and throughput performance metrics were measured per class.

In the measurements, the CPU utilization and available memory were monitored with the help of the integrated performance counters. As a best practice, the CPU utilization should be limited to an average of 75 percent for each processor, because high CPU utilization can lead to high context switching which causes undesirable overhead. In the measurement process the average CPU utilization was 75.84%.
3.3 Queueing Network Models for Multi-Tier Software Systems

This section discusses queueing network models as well as Mean-Value Analysis and related evaluation algorithms for multi-tier software systems used in this thesis.

Definition 3.1. A **fixed-capacity service center** is a queue whose service time does not depend upon the number of jobs in the queue.

Definition 3.2. A **delay center** or **infinite server** is a queue that has no queueing, and jobs spend the same amount of time in the queue regardless of the number of jobs in it.

Definition 3.3. A **queueing network** is a model in which jobs departing from one queue and arrive at another queue (or possibly at the same queue).

Definition 3.4. A **closed queueing network** is a queueing network without external arrivals or departures.

The jobs in a closed queueing network [Jain, 1991] keep circulating from one queue to the next. The total number of jobs in the system is constant. It is possible to view a closed system as a system where the Out is connected back to the In (see Fig. 3.5). The jobs exiting the system immediately reenter the system.
Definition 3.5. A **product form network** is a queueing network in which the expression for the equilibrium probability has the form of Equation 3.4, where $f_n(n_m)$ is some function of the number of jobs at the $i$th queue, $G(N)$ is a normalizing constant and is a function of the total number of jobs in the network.

$$P(n_1, n_2, ..., n_M) = \frac{1}{G(N)} \prod_{m=1}^{M} f_m(n_m)$$ (3.4)

A product form network should satisfy the conditions of job flow balance, one-step behavior, and device homogeneity [Denning and Buzen, 1978].

- **Job flow balance**: For each class, the number of arrivals to a queue must equal the number of departures from the queue.

- **One-step behavior**: A state change can result only from single jobs entering the system, moving between pairs of queues in the system, or existing from the system. This assumption asserts that simultaneous job moves will not be observed.

- **Device homogeneity**: The service rate for a particular class does not depend on the state of the system in any way except for the total queue length and the queue length of the designated class.

The job flow balance assumption holds only in some observation periods, namely, it is a good approximation for long observation intervals since the ratio of unfinished jobs to completed jobs is small.

Definition 3.6. A **multi-tier architecture** is a client-server architecture in which an application is executed by more than one distinct software agent.

For example, an application that uses middleware to service data requests between a user and a database employs multi-tier architecture. The most widespread use of multi-tier architecture refers to three-tier architecture. Three-tier architecture is a client-server architecture in which the user interface (presentation tier), functional process logic (business logic layer), computer data storage and data access (data tier) are developed and maintained as independent modules.
Definition 3.7. The base queueing model is defined for multi-tier information systems [Urgaonkar, 2005] [Urgaonkar et al., 2005], which are modeled as a network of $M$ queues $Q_1, ..., Q_M$ illustrated in Fig. 3.6. Each queue represents an application tier. $S_m$ denotes the service time of a request at $Q_m$ ($1 \leq m \leq M$). A request can take multiple visits to each queue during its overall execution, thus, there are transitions from each queue to its successor and its predecessor, as well. Namely, a request from queue $Q_m$ either returns to $Q_{m-1}$ with a certain probability $p_m$, or proceeds to $Q_{m+1}$ with the probability $1 - p_m$. There are only two exceptions: the last queue $Q_M$, where all the requests return to the previous queue ($p_M = 1$) and the first queue $Q_1$, where the transition to the preceding queue denotes the completion of a request. Internet workloads are usually session-based. The model can handle session-based workloads as an infinite server queueing system $Q_0$ that feeds the network of queues and forms the closed queueing network depicted in Fig. 3.6. Each active session is in accordance with occupying one server in $Q_0$. The time spent at $Q_0$ corresponds to the user think time $Z$.

Remark 3.8. There are transitions from each queue only to its successor and its predecessor, because in multi-tier architecture only neighboring tiers communicate each other directly. The transition of $Q_1$ to the preceding queue denotes the completion of a request, since requests of clients are started from and completed in the presentation tier (in three-tier architecture the presentation tier is represented by $Q_1$).
Remark 3.9. In this thesis, closed queueing networks are applied, since closed queueing models predict the performance for a fixed number of sessions serviced by the application.

An enhancement of the baseline model [Urgaonkar, 2005] can handle multiple session classes. Incoming sessions of a web application can be classified into multiple ($C$) classes. $N$ is the total number of sessions, and $N_c$ denotes the number of sessions of class $c$, thus, $N = \sum_{c=1}^{C} N_c$. A feasible population with $n$ sessions means that the number of sessions within each class $c$ is between 0 and $N_c$, and the sum of the number of sessions in all classes is $n$. In order to evaluate the model, the service times, the visit ratios, and the user think time must be measured on a per-class basis.

Remark 3.10. It is worth classifying incoming sessions into multiple classes, because in a given tier, the service time of each class can be very different. In this thesis, two session classes are used: a database reader and a database writer.

The baseline model assumes that any tier can service an unbounded number of simultaneous requests, but it fails to capture the behavior when the concurrency limit is reached at any tier. Another enhancement of the baseline model [Urgaonkar, 2005] can handle concurrency limits at tiers. Requests are rejected when limits are reached. The tiers of a web-based software system have limits on the amount of concurrency they can handle.

Table 3.5 summarizes the notations of the evaluation algorithms, the meaning of the notations, input or output parameter.

The Mean-Value Analysis (MVA) algorithm for closed queueing networks [Reiser and Lavenberg, 1980] [Jain, 1991] [Robertazzi, 2000] is applicable only if the network is in product form. In addition, the queues are assumed to be either fixed-capacity service centers or infinite servers, and in both cases, exponentially distributed service times are assumed.

Remark 3.11. Since the base queueing model satisfies the conditions above, the MVA algorithm can evaluate the base queueing model.
Table 3.5. Notations of evaluation algorithms

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
<th>I/O</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>number of classes</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>total service demands</td>
<td>I</td>
<td>$D = \sum_{m=1}^{M} V_m S_m$</td>
</tr>
<tr>
<td>$D_{avg}$</td>
<td>average service demand</td>
<td>I</td>
<td>$D_{avg} = D/M$</td>
</tr>
<tr>
<td>$D_m$</td>
<td>service demand for $Q_m$ $(1 \leq m \leq M)$</td>
<td>I</td>
<td>$D_m = V_m S_m$</td>
</tr>
<tr>
<td>$D_{max}$</td>
<td>maximum service demand</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>$D_{min}$</td>
<td>minimum service demand</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>maximum allowable error in queue length</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>$E_{m,c}$</td>
<td>expected queue length of $Q_m$ at class $c$ $(1 \leq c \leq C, 1 \leq m \leq M)$</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>$L_m$</td>
<td>queue length of $Q_m$ $(1 \leq m \leq M)$</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>$L_{m,c}$</td>
<td>queue length of $Q_m$ at class $c$ $(1 \leq c \leq C, 1 \leq m \leq M)$</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>number of tiers</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>number of customers</td>
<td>I</td>
<td>number of sessions in the base queueing model</td>
</tr>
<tr>
<td>$N_c$</td>
<td>number of customers at class $c$ $(1 \leq c \leq C)$</td>
<td>I</td>
<td>$N = \sum_{c=1}^{C} N_c$</td>
</tr>
<tr>
<td>$R$</td>
<td>response time</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>$R_m$</td>
<td>response time for $Q_m$ $(1 \leq m \leq M)$</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>$R_{m,c}$</td>
<td>response time for $Q_m$ at class $c$ $(1 \leq c \leq C, 1 \leq m \leq M)$</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>$S_m$</td>
<td>service time for $Q_m$ $(1 \leq m \leq M)$</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>throughput</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>$\tau_c$</td>
<td>throughput at class $c$ $(1 \leq c \leq C)$</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>$U_m$</td>
<td>utilization of $Q_m$ $(1 \leq m \leq M)$</td>
<td>O</td>
<td>$U_m = \tau V_m S_m$</td>
</tr>
<tr>
<td>$V_m$</td>
<td>visit number for $Q_m$ $(1 \leq m \leq M)$</td>
<td>I</td>
<td>derived from transition probabilities $p_m$ of the base queueing model</td>
</tr>
<tr>
<td>$Z$</td>
<td>user think time</td>
<td>I</td>
<td></td>
</tr>
</tbody>
</table>
Definition 3.12. The *Mean-Value Analysis* for the base queueing model is defined by Algorithm 3.1, and the associated notations are in Table 3.5.

**Algorithm 3.1** Pseudo code of the MVA algorithm

1: for all $m = 1$ to $M$ do
2: \( L_m = 0 \)
3: for all $n = 1$ to $N$ do
4: for all $m = 1$ to $M$ do
5: \( R_m = V_m \cdot S_m \cdot (1 + L_m) \)
6: \( R = \sum_{m=1}^{M} R_m \)
7: \( \tau = n / (Z + R) \)
8: for all $m = 1$ to $M$ do
9: \( L_m = \tau \cdot R_m \)

The model can be evaluated for a given number of concurrent sessions, note that a session in the model corresponds to a customer in the evaluation algorithm. The algorithm uses visit numbers instead of transition probabilities. The visit number is the number of times when a tier is invoked during the lifetime of a request, and visit numbers can be easily derived from transition probabilities.

**Remark 3.13.** The visit number concept of the MVA algorithm is more general than the transition probabilities from a queue to its successor and its predecessor in case of the base queueing model. Thus, the model could be more general, but in practice only neighboring tiers communicate each other directly.

The MVA algorithm iteratively computes the response time and throughput performance metrics. As the name implies, it gives the mean performance. In addition, the utilization of the queues can be determined combining the forced flow law and the utilization law [Jain, 1991].

The MVA is a recursive algorithm. Handling one session class for large values of customers, or if the performance for smaller values is not required, the MVA can be too expensive computationally. If multiple session classes are handled, the time and space complexities of the MVA are proportional to the number of feasible populations, and this number rapidly grows for relatively few classes and jobs per class. Thus, it may be worth using an approximate MVA algorithm [Jain, 1991] [Schweitzer, 1979] or a set of two-sided bounds.
The pseudo code of the applied approximate MVA algorithm [Sinclair, 2005] is as follows (see notations in Table 3.5).

**Algorithm 3.2 Pseudo code of the applied approximate MVA algorithm**

1: for all \( m,c \) do
2: \( L_{m,c} = \frac{N_c}{M} \)
3: repeat
4: \( E_{m,c} = \frac{N_c-1}{N_c} L_{m,c} + \sum_{i=1 \atop i \neq c}^{C} L_{m,i} \)
5: Compute \( R_{m,c} \) and \( \tau_c \) using \( E_{m,c} \)
6: Compute \( \text{new}L_{m,c} \) using \( \tau_c \) and \( R_{m,c} \)
7: until \( \frac{\text{new}L_{m,c} - \text{old}L_{m,c}}{\text{old}L_{m,c}} < \delta \)

The calculation of balanced job bounds [Zahorjan et al., 1982] [Jain, 1991] is applicable only if the queues are assumed to be either fixed-capacity service centers or delay centers with user think time \( Z \), but no other delay centers are allowed.

**Remark 3.14.** Since the base queuing model satisfies the conditions above, the base queuing model can be evaluated with the calculation of balanced job bounds.

**Definition 3.15.** **Balanced job bounds** are defined by Equations 3.5 and 3.6, and the associated notations are in Table 3.5.

\[
\begin{align*}
\max \left\{ ND_{\max} - Z, D + (N - 1)D_{\text{avg}} \frac{D}{D + Z} \right\} & \leq R \leq D + (N - 1)D_{\text{max}} \left(\frac{(N-1)D}{(N-1)D + Z}\right) \\
\frac{N}{Z + D + (N-1)D_{\max} \left(\frac{(N-1)D}{(N-1)D + Z}\right)} & \leq \tau \leq \min \left\{ \frac{1}{D_{\max}}, \frac{N}{Z + D + (N-1)D_{\text{avg}} \frac{D}{D + Z}} \right\} 
\end{align*}
\] (3.5)

A system without a bottleneck device is called a balanced system, in other words, the total service time demands are equal in all queues. The bounds referred to as balanced job bounds are based on the fact that a balanced system has a better performance than a similar unbalanced system. The balanced job bounds are very tight, the upper and lower bounds are very close to each other as well as to the real performance.
3.4 Used Probability Theoretical and Statistical Methods

This section introduces probability theoretical and statistical methods for investigating performance factors used in this thesis.

Statistical methods and hypothesis tests are used to investigate performance factors. There are several books in the field of statistics and probability theory [Papoulis, 1965] [Levin, 1981] [King and Julstrom, 1982] [Trivedi, 1982] [Móry and Székely, 1986] [Jain, 1991] [Trivedi, 1992] [Runyon, 1977] [Brase and Brase, 1987] [Haack, 1981] [Leon-Garcia, 1989] are written in easily readable form.

The chi square test of independence determines whether two probability variables are independent. The null hypothesis ($H_0$) is: the probability variables are independent. Alternate hypothesis ($H_1$) is: the probability variables are dependent.

**Definition 3.16.** The **chi square statistic** is defined by Equation 3.7, where $O_{ij}$ is the observed frequency, $E_{ij}$ is the expected frequency under the assumption described by Equation 3.8 (by multiplying the row and column total divided by the grand total).

$$
\chi^2 = \sum_i \sum_j \frac{(O_{ij} - E_{ij})^2}{E_{ij}},
$$  

Equation 3.7

$$
E_{ij} = \frac{k_i \cdot k_j}{N}.
$$  

Equation 3.8

The test of normality can be executed graphically using the normal probability plot. If the data samples are taken from a normal distribution, the plot will appear linear (other probability density functions will introduce curvature in the plot).

The test of normality can be performed numerically with the help of certain hypothesis tests. The Bera-Jarque test statistic [Bera and Jarque, 1980] is based on estimates of the sample skewness and kurtosis. The test evaluates the hypothesis whether the variable is normal with unspecified mean and variance, against the alternative that the variable is not normally distributed. The hypotheses of the Lilliefors test [Lilliefors, 1967] are the same.
Definition 3.17. The **Lilliefors test statistic** is defined by Equation 3.9, where
\[ S(x) \] is the empirical cumulative distribution function of the variable, and \( CDF \) is a normal cumulative distribution function having the same mean and variance as the variable.

\[ T = \max |S(x) - CDF| . \quad (3.9) \]

### 3.5 Used Techniques and Tools

The emulation of the browsing clients and the measuring of the response time is performed by Application Center Test (ACT) and by JMeter. Virtual users send a list of HTTP requests to the web server concurrently.

ACT [Aldous and Finnel, 2003] [Hansen and Thomsen, 2004] is a Microsoft load testing tool for web servers, focused on ASP.NET included in Visual Studio .NET 2003 Enterprise Architect and Enterprise Developer editions. With ACT the test script can be recorded or manually created. A browser recorded test automatically generates source code for a VBScript dynamic test. These tests are called dynamic because the request order, the URL being requested, and many other properties, are determined at the time the test runs. There are two types of test templates to choose from: JScript [Rogers, 2001] or VBScript [Wilson, 2006].

Apache JMeter [Payne and Lyons, 2004] [Halili, 2008] is an open source load tester. It is a pure Java desktop application designed to load test client/server software (such as a web application). It may be used to test performance both on static and dynamic resources such as static files, Java Servlets, CGI scripts, Java objects, databases, FTP servers, etc. With JMeter tests can be created on a graphical interface. With it the measurement process can be easily automated.

MATLAB [Hahn, 2002] [Pratap, 2005] [Moore, 2006] is a numerical computing environment and programming language created by the MathWorks. It is a high-performance language for technical computing. It allows easy matrix manipulation, plotting of functions and data, implementation of algorithms, creation of user interfaces, and interfacing with programs in other languages. It integrates computation, visualization, and programming in an easy-to-use environment where problems and solutions are expressed in familiar mathematical notation.
Microsoft Visual Studio [Johnson et al., 2003] [Parsons and Randolph, 2006] [Randolph and Gardner, 2008] is the main Integrated Development Environment from Microsoft. It can be used to develop console and graphical user interface applications along with Windows Forms applications, web sites, web applications, and web services in both native code as well as managed code for all platforms supported by Microsoft Windows, Windows Mobile, .NET Framework, .NET Compact Framework and Microsoft Silverlight.

C# [Liberty, 2005] [Sharp, 2005] [Nagel et al., 2008] is an object-oriented programming language developed by Microsoft as part of the .NET initiative and later approved as a standard by ECMA [ECMA-334, 2006] and ISO [ISO/IEC 23270, 2006]. It is a simple, modern, object-oriented, and type-safe programming language. C# language has an object-oriented syntax based on C++ and includes influences from aspects of several other programming languages (most notably Delphi and Java) with a particular emphasis on simplification.

ADO.NET [Chand, 2002] [Esposito, 2002b] [Sceppa, 2002] is a part of the base class library that is included with the Microsoft .NET Framework. It can be applied to access data and data services. It is commonly used to access and modify data stored in relational database systems, though it can also be used to access data in non-relational sources.

AJAX (asynchronous JavaScript and XML) [McClure et al., 2006] [Esposito, 2007] [Gibbs and Wahlin, 2007] is a group of interrelated web development techniques used for creating interactive web applications. With AJAX, web applications can retrieve data from the server asynchronously in the background without interfering with the display and behavior of the existing page.

3.6 Chapter Summary

This chapter reviewed the concept of thread pools and queued requests, the conducted performance measurements, the queueing network models for multi-tier software systems, the probability theoretical and statistical methods for investigating performance factors, the used techniques and tools, that form a background of the performance models of web-based software systems discussed in this work.
Performance Prediction and Performance Factor Identification

The main contribution of this chapter is to model multi-tier software systems in order to predict performance metrics as well as to identify factors influencing the performance.

Firstly, this chapter discusses modeling multi-tier software systems. It provides the base queueing model and the MVA, the approximate MVA evaluation algorithms, the calculation of balanced job bounds to predict performance metrics. It validates the model and the algorithms, and verifies the correctness of performance prediction of web-based software systems with performance measurements in ASP.NET environments. Secondly, the chapter analyzes the computational complexity of the MVA algorithm as well as the limit of the response time and throughput sequences provided by the base queueing model and the MVA algorithm. Then, this chapter discusses identifying novel performance factors with statistical methods. Finally, it determines the distribution of the response time performance metric and the parameters of the distribution with statistical methods.
4.1 Modeling Multi-Tier Software Systems

In this section, the base queueing model (Definition 3.7) and the MVA evaluation algorithm (Definition 3.12), the approximate MVA (Algorithm 3.2), the balanced job bounds (Definition 3.15) are provided and validated in the ASP.NET environment.

It is worth decomposing a web-based software system to multiple tiers, and modeling it according to Fig. 3.6, because the service time of each tier is independent and additive, and can be very different.

Firstly, the values of the input parameters of the model and the algorithms have been measured or estimated (see Section 4.1.1). Secondly, the model and the algorithms have been implemented with the help of MATLAB. Then, the model has been evaluated by the algorithms to predict the response time, the throughput, and the tier utilization performance metrics (see Section 4.1.2). Finally, real-world and test web applications have been tested with concurrent user sessions, comparing the observed and predicted values in order to validate the model and algorithms as well as the correctness of the performance prediction in the ASP.NET environment (see Section 4.1.3).

4.1.1 Model Parameter Estimation

Recall that for model parameter estimation and model evaluation, only one measurement or estimation in case of one customer is required in ASP.NET environment.

Handling one session class, the input parameters of the model and the algorithms are the number of tiers \(M\), the maximum number of customers \(N\), the average user think time \(Z\), the visit number \(V_m\) and the average service time \(S_m\) for \(Q_m\) \((1 \leq m \leq M)\).

During the measurements, the number of tiers was constant (three-tier architecture: presentation tier, business logic layer, database tier). To determine \(V_m\), in the user scenario the number of requests belonging to the given tier was summed. To estimate \(S_m\), the service times belonging to the given tier were averaged.
Handling multiple session classes, the input parameters of the model and the algorithms are the number of tiers \((M)\), respectively, on a per-class basis, the number of customers \((N_c)\), the average user think time \((Z_c)\), the visit number \((V_{m,c})\) and the average service time \((S_{m,c})\) for \(Q_m\) \((1 \leq m \leq M, 1 \leq c \leq C)\).

There were two session classes. The number of sessions for one class held on a constant value, while the number of customers for the other class varied up to a maximum number of customers. In order to determine \(V_{m,c}\), in the user scenario the number of requests belonging to the given tier and class was summed. In order to estimate \(S_{m,c}\), the service times belonging to the given tier and class were averaged.

### 4.1.2 Model Evaluation

The MVA and approximate MVA algorithms, along with the calculation of the balanced job bounds (described in Section 3.3) have been implemented with the help of MATLAB (introduced in Section 3.5).

Recall that the MVA is a recursive algorithm. Handling one session class for large values of customers, or if the performance for smaller values is not required, the MVA can be too expensive computationally. If multiple session classes are handled, the time and space complexities of the MVA are proportional to the number of feasible populations, and this number rapidly grows for relatively few classes and jobs per class. Thus, it may be worth using the approximate MVA algorithm or the balanced job bounds.

The model can be evaluated by the MVA, the approximate MVA, and the balanced job bounds to predict the performance metrics. The response time, the throughput, and the tier utilization can be predicted. The predicted performance metrics can be seen in the following figures: the MVA provides a recursive way depicted in Figs. 4.1, 4.2, 4.3, the approximate MVA computes these in a few steps illustrated in Figs. 4.6, 4.7, 4.8, while the balanced job bounds method completes in one step see Figs. 4.4, 4.5, 4.9, 4.10.
4.1.3 Model Validation

Proposition 4.1. The base queueing model (Definition 3.7) and the MVA evaluation algorithm (Definition 3.12), the approximate MVA (Algorithm 3.2), the balanced job bounds (Definition 3.15) can be used to model multi-tier ASP.NET web-based software systems. These model and algorithms can be applied to performance prediction of web-based software systems in ASP.NET environment, they can predict the response time, throughput and tier utilization performance metrics.

Proof. The model and the algorithms have been validated and the correctness of the performance prediction with the model and the algorithms has been verified with performance measurements in ASP.NET environment. These validation and verification have been performed by comparing the observed values provided by performance measurements in ASP.NET environment, and the predicted values computed by the model and the algorithms.

Firstly, the model handling one session class evaluated by the MVA, the approximate MVA evaluation algorithms, and the balanced job bounds, then, the model handling multiple session classes evaluated by the approximate MVA evaluation algorithm and the balanced job bounds, has been validated in ASP.NET environment.

Handling one session class, the model and the algorithms have been validated to demonstrate its ability to predict the response time and throughput performance metrics of ASP.NET web-based software systems with the MVA (see Figs. 4.1 and 4.2) and the approximate MVA, as well. The results have shown that the model handling one session class and the algorithms above predict the response time and the throughput performance metrics correctly.

Moreover, from the model and the algorithms, the utilization of the tiers can be predicted. The results are depicted in Fig. 4.3. The presentation tier is the first that becomes congested. The utilization of the database queue is the second (29%), and the utilization of the business logic queue is the last one (17%).
Figure 4.1. The observed and predicted response time handling one session class with MVA

Figure 4.2. The observed and predicted throughput handling one session class with MVA
Figure 4.3. The tier utilization handling one session class with MVA

Thereafter, it has been demonstrated that the response time and the throughput performance metrics move within tight upper and lower bounds (see Figs. 4.4 and 4.5). The results have shown that the response time and the throughput from the observations have fallen into the upper and lower bounds. Thus, the balanced job bounds handling one session class predict the response time and throughput performance metrics correctly.

Handling multiple session classes, the model and the algorithm have been validated to demonstrate its ability to predict the response time and throughput performance metrics of ASP.NET web-based software systems with approximate MVA (Figs. 4.6 and 4.7). The results have shown that the model handling multiple session classes and the algorithm above predicts the response time and throughput performance metrics correctly.

In addition, from the model and the algorithm, the utilization of the tiers can be predicted. The results are depicted in Fig. 4.8. While the presentation tier is congested, the utilization of the database queue is about 84%, and the utilization of the business logic queue is about 16%.
Figure 4.4. The observed and predicted response time handling one session class with balanced job bounds

Figure 4.5. The observed and predicted throughput handling one session class with balanced job bounds
Figure 4.6. The observed and predicted response time handling multiple session classes with approximate MVA

Figure 4.7. The observed and predicted throughput handling multiple session classes with approximate MVA
Furthermore, it has been demonstrated that the response time and the throughput performance metrics move within tight upper and lower bounds (see Figs. 4.9 and 4.10). It has been found that the response time and the throughput from the observations have fallen into the upper and lower bounds. Hence, the balanced job bounds handling multiple session class predict the response time and throughput performance metrics correctly.

In this section, the base queueing model and the MVA, the approximate MVA evaluation algorithms, the balanced job bounds have been validated and the correctness of the performance prediction with the model and the algorithms has been verified with performance measurements in ASP.NET environment.

Figure 4.8. The tier utilization handling multiple session classes with approximate MVA
Figure 4.9. The observed and predicted response time handling multiple session classes with balanced job bounds.

Figure 4.10. The observed and predicted throughput handling multiple session classes with balanced job bounds.
4.2 Analysis of base queueing model and MVA

In this section, the base queueing model (Definition 3.7) and the MVA evaluation algorithm (Definition 3.12) are analyzed in order to provide a comparative base for proposed models and algorithms. Firstly, the computational complexity of the algorithm is provided. Then, the limits of the response time and throughput sequences computed by the model and algorithm are determined and proven if the number of customers converges to infinity.

**Proposition 4.2.** The computational complexity of the MVA algorithm (Definition 3.12) is $\Theta(N \cdot M)$, where $N$ is the number of customers and $M$ is the number of tiers.

**Proof.** Assume that each execution of the $i$th line takes time $c_i$, where $c_i$ is a constant. The total running time is the sum of running times for each statement executed. A statement that takes $c_i$ time to execute and is executed $n$ times contributes $c_i \cdot n$ to the total running time.

The running time of the MVA algorithm (Definition 3.12) can be seen in Equation 4.1. If the number of customers $N$ and the number of tiers $M$ is finite, the computational time is finite, the algorithm is terminating.

$$
(c_4 + c_5 + c_8 + c_9) \cdot N \cdot M + (c_3 + c_4 + c_6 + c_7 + c_8) \cdot N \\
+ (c_1 + c_2) \cdot M + (c_1 + c_3)
$$

(4.1)

Consider only the leading term of the formula, since the lower-order terms are relatively insignificant for large $N$ and $M$. The constant coefficient of the leading term can be ignored, since constant factors are less significant than the order of growth in determining computational efficiency for large inputs.

Since the order of growth of the best-case and worst-case running times is the same, the asymptotic lower and upper bounds are the same, thus, the computational complexity is $\Theta(N \cdot M)$. \hfill \Box
If the Steps 5, 6, 7, and 9 of the recursive MVA (Algorithm 3.1) are substituted into each other, used the notation in Table 3.5, the following equation can be derived for response time:

\[ R_m(n) = D_m + \frac{(n - 1)D_mR_m(n - 1)}{Z + R(n - 1)}, \quad (4.2) \]

in other form:

\[ R(n) = \sum_{m=1}^{M} D_m + \frac{(n - 1)\sum_{m=1}^{M} D_mR_m(n - 1)}{Z + R(n - 1)}. \quad (4.3) \]

**Proposition 4.3.** The limit of the response time (Equation 4.3) provided by the base queueing model and the MVA algorithm (Definitions 3.7 and 3.12) is infinity (if \( n \to \infty \), where \( n \) is the number of customers).

**Proof.** Since \( \sum_{m=1}^{M} D_m > 0 \) and \( D_{\text{min}} \leq D_m \), the following minorant can be obtained from the original sequence:

\[ \frac{(n - 1)D_{\text{min}}R(n - 1)}{Z + R(n - 1)} < R(n), \quad (4.4) \]

in other form (since \( Z + R(n - 1) > 0 \) and \( D_{\text{min}}R(n - 1) > 0 \)):

\[ n - 1 < \frac{R(n)(Z + R(n - 1))}{D_{\text{min}}R(n - 1)}. \quad (4.5) \]

Let \( A \) denote the limit of the response time (\( n \to \infty \)). Thus, the right side of Equation 4.5 can be expressed as:

\[ \frac{A(Z + A)}{D_{\text{min}}A} = \frac{\text{const.} + A}{\text{const.}}. \quad (4.6) \]

If a smaller sequence converges to infinity, then the greater sequence also converges to infinity (see Equations 4.5 and 4.6). Thus, the limit of the response time computed by the base queueing model and the MVA algorithm is infinity. \( \square \)
If the Steps 5, 6, 7, and 9 of the recursive MVA (Algorithm 3.1) are substituted into each other, used the notation in Table 3.5, the following equation can be derived for throughput:

\[
\tau(n) = \frac{n}{Z + (D_1 + \ldots + D_M) + \sum_{i=2}^{n} \left\{ \left( D_i + \ldots + D_M \right) \prod_{j=1}^{i-1} \tau(n-j) \right\}}.
\] (4.7)

**Proposition 4.4.** The throughput (Equation 4.7) provided by the base queueing model and the MVA algorithm (Definitions 3.7 and 3.12) converges to \(1/D_{\text{max}}\) (if \(n \rightarrow \infty\), \(n\) is the number of customers), where \(D_{\text{max}}\) is the maximum value of service demands.

**Proof.** Since the utilization of the queue with maximum service demand (see Table 3.5) is \(U_i = \tau D_{\text{max}}\) and the utilization cannot be more than 1, thus, the throughput sequence is upper bounded with \(1/D_{\text{max}}\).

Using the upper bound in the denominator, the following minorant can be obtained from the original sequence (Equation 4.7):

\[
\frac{n}{Z + D_{\text{max}} \sum_{k=1}^{M} \sum_{i=1}^{n} \left( \frac{D_k}{D_{\text{max}}} \right)^i}.
\] (4.8)

If the inverse sequence of Equation 4.8 converges to \(D_{\text{max}}\), then Equation 4.8 converges to \(1/D_{\text{max}}\). The inverse sequence is as follows:

\[
\frac{Z}{n} + \frac{D_{\text{max}} \sum_{k=1, k \neq \text{max}}^{M} \sum_{i=1}^{n} \left( \frac{D_k}{D_{\text{max}}} \right)^i}{n} + \frac{D_{\text{max}} \sum_{i=1}^{n} 1}{n}.
\] (4.9)

This inverse sequence converges to \(D_{\text{max}}\):

- The first element of the sum \((Z/n)\) converges to zero (since the numerator is a constant value and the denominator converges to infinity).

- Since \(|D_k/D_{\text{max}}| < 1\), the numerator of the second element converges to \(D_{\text{max}} \sum_{k=1, k \neq \text{max}}^{M} \frac{D_k}{D_{\text{max}} - D_k}\), hence, the second element of the sum converges to
zero (since the numerator is a constant value and the denominator converges
to infinity).

- The third element of the sum is $D_{\text{max}}$.

If a smaller sequence and a greater one converge to the same value, then the
limit of the middle sequence is the same, as well. Thus, the throughput converges
to $1/D_{\text{max}}$.

4.3 Identifying Performance Factors

The results of measurement process are analyzed with statistical methods (Sec-
tion 3.4) using MATLAB. In this section, a performance factor identification
method is provided, and with this statistical method novel performance factors
are identified.

Proposition 4.5. The chi square test of independence can be applied to per-
formance factor identification. The thread pool attributes (maxWorkerThreads,
maxIOThreads, minFreeThreads, and minLocalRequestFreeThreads) as well as the
queue limit parameters (requestQueueLimit and appRequestQueueLimit) are per-
formance factors.

Proof. It is shown the way in which the chi square test of independence can be
applied to identifying performance factors. One probability variable is the perfor-
mance factor candidate. The other probability variable is the performance metric.
The variables have to be exhaustive events. If a probability variable is continuous,
it has to be discretized.

The null hypothesis ($H_0$) is: the performance factor candidate and the per-
formance metric are independent, there is no relationship between them, in other
words, the performance factor candidate does not affect the performance, namely,
it is not a performance factor. The alternate hypothesis ($H_1$) is: the performance
factor candidate and the performance metric are dependent, there is a relationship
between them, in other words, the performance factor candidate influences the
performance, namely, a novel performance factor is identified.
Table 4.1. Contingency table when the performance factor candidate is the `maxWorkerThreads`

<table>
<thead>
<tr>
<th>Response time</th>
<th>170-179</th>
<th>179-188</th>
<th>188-197</th>
<th>197-206</th>
<th>( \sum (k_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>maxWorkerThreads</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-24</td>
<td>1</td>
<td>9</td>
<td>9</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>6.8</td>
<td>7.8</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>25-44</td>
<td>8</td>
<td>7</td>
<td>4</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>6.8</td>
<td>7.8</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>2</td>
<td>9</td>
<td>8</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>6.8</td>
<td>7.8</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>65-84</td>
<td>1</td>
<td>4</td>
<td>12</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>6.8</td>
<td>7.8</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>85-104</td>
<td>1</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>6.8</td>
<td>7.8</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>( \sum (k_j) )</td>
<td>13</td>
<td>34</td>
<td>39</td>
<td>14</td>
<td>100</td>
</tr>
<tr>
<td>( N )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The investigated performance metric is the response time, because it is the only performance metric to which the users are directly exposed. The performance metric candidates are `maxWorkerThreads`, `maxIOThreads`, `minFreeThreads`, `minLocalRequestFreeThreads`, `requestQueueLimit`, and `appRequestQueueLimit`.

The performance factor candidates are discrete probability variables. They are classified into categories according to the increasing order with the same number of values. Since the performance metric is a continuous probability variable, it is discretized. Practically intervals of equal lengths and intervals with integer endpoints have been used. In addition, the length of intervals has been increased further in order to see as many values as possible being more than 5-6, according to the recommendations.

The observed and expected frequencies are shown in Tables 4.1 and 4.2. The first row in each cell is the observed frequency, the second row in each cell is the expected frequency under the assumption.
Table 4.2. Contingency table when the performance factor candidate is the *appRequestQueueLimit*

<table>
<thead>
<tr>
<th>appRequestQueueLimit</th>
<th>Response time</th>
<th>( k_i )</th>
<th>( k_{ij} )</th>
<th>( k_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-14</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>3.25</td>
<td>1.5</td>
<td>5.25</td>
<td>6</td>
</tr>
<tr>
<td>15-24</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>3.25</td>
<td>1.5</td>
<td>5.25</td>
<td>21</td>
</tr>
<tr>
<td>25-34</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>3.25</td>
<td>1.5</td>
<td>5.25</td>
<td>10</td>
</tr>
<tr>
<td>35-45</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>3.25</td>
<td>1.5</td>
<td>5.25</td>
<td>9</td>
</tr>
<tr>
<td>( \sum (k_{ij}) )</td>
<td>13</td>
<td>6</td>
<td>21</td>
<td>40</td>
</tr>
</tbody>
</table>

The detailed results are depicted in Table 4.3. In the cases of the *maxWorkerThreads*, *requestQueueLimit*, and *appRequestQueueLimit* parameters, the null hypothesis is rejected at every acceptable level of significance, because the chi square statistic is larger than the critical values belonging to each acceptable level of significance.

In the case of the *minLocalRequestFreeThreads* the null hypothesis is rejected at level of significance 0.01. This means that in 1% or 1/100 of the cases the null hypothesis will be rejected when in fact it is true. In the case of the *maxIOThreads* and the *minFreeThreads* the null hypothesis is rejected at level of significance 0.05. In other words, in 5% or 1/20 of the cases the null hypothesis will be rejected when it should be accepted. Therefore, these can be enough evidence to reject the \( H_0 \) hypothesis in case of every parameter.

To summarize, six influencing parameters of the performance, six performance factors (thread pool attributes and queue size limit parameters) have been identified, which is proven by a statistical method, namely, the chi square test of independence.
Table 4.3. The detailed results of the executed chi square statistics

<table>
<thead>
<tr>
<th>Input</th>
<th>Chi square statistic</th>
<th>Degrees of freedom</th>
<th>Alpha</th>
<th>Critical value</th>
<th>$H_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker</td>
<td>35.2273</td>
<td>12</td>
<td>0.0005</td>
<td>34.8213</td>
<td>False</td>
</tr>
<tr>
<td>I/O</td>
<td>22.9695</td>
<td>12</td>
<td>0.05</td>
<td>21.0261</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.025</td>
<td>23.3367</td>
<td>True</td>
</tr>
<tr>
<td>Free</td>
<td>17.9158</td>
<td>9</td>
<td>0.05</td>
<td>16.919</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.025</td>
<td>19.0228</td>
<td>True</td>
</tr>
<tr>
<td>Local Free</td>
<td>22.7033</td>
<td>9</td>
<td>0.01</td>
<td>21.666</td>
<td>False</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.005</td>
<td>23.5894</td>
<td>True</td>
</tr>
<tr>
<td>Global</td>
<td>39.4053</td>
<td>6</td>
<td>0.0005</td>
<td>24.1028</td>
<td>False</td>
</tr>
<tr>
<td>Application</td>
<td>46.1099</td>
<td>6</td>
<td>0.0005</td>
<td>24.1028</td>
<td>False</td>
</tr>
</tbody>
</table>

4.4 Investigating Performance Factors

In this section, the identified performance factors are investigated with statistical methods (Section 3.4). Firstly, the distribution of the response time performance metric is determined. Then, the parameters of the distribution are analyzed.

The (multivariate) distribution of the response time performance metric should be determined, but for multivariate normality test widely used and proven methods have not been formulated yet. Only univariate normality can be tested (when the other identified performance factors are held on the default or recommended value).

Proposition 4.6. The response time performance metric tends to a normal distribution if the probability variables are the thread pool performance factors (namely, maxWorkerThreads, maxIOThreads, minFreeThreads and minLocalRequestFreeThreads).
Proof. The simplest way of the computation is to plot a histogram of the observed response time (Fig. 4.11). But there is a key problem with the histogram: depending upon the used bin size it is possible to draw very different conclusions.
Figure 4.12. Quantile-quantile plot (of sample data versus standard normal)

A better technique is to plot the observed quantiles versus the theoretical quantiles in a quantile-quantile plot. The applied theoretical distribution is the normal distribution according to the conjecture from the histograms. If the distribution of observed response times is normal, the plots are close to linear. The result plots can be seen in Fig. 4.12. Based on the data, the response times do appear to be normally distributed.
The test of normality (see Section 3.4) can be executed graphically using the normal probability plot. The normal probability plots of the response times are shown in Fig. 4.13. The data follows straight lines but departs from them at the ends. This means that the data has longer tails than the normal distribution.

The test of normality can be performed numerically with the help of certain hypothesis tests. The Bera-Jarque test (see Section 3.4) evaluates the hypothesis whether the response time is normal with unspecified mean and variance, against the alternative that response time is not normally distributed.

**Figure 4.13.** Normal probability plot
Table 4.4. The detailed results of the performed Bera-Jarque tests

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Test statistic</th>
<th>Alphas</th>
<th>Critical value</th>
<th>$H_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker</td>
<td>1.0069</td>
<td>0.1</td>
<td>4.6052</td>
<td>True</td>
</tr>
<tr>
<td>I/O</td>
<td>1.4451</td>
<td>0.1</td>
<td>4.6052</td>
<td>True</td>
</tr>
<tr>
<td>Free</td>
<td>7.1708</td>
<td>0.025</td>
<td>7.3778</td>
<td>True</td>
</tr>
<tr>
<td>Local Free</td>
<td>1.4786</td>
<td>0.1</td>
<td>4.6052</td>
<td>True</td>
</tr>
</tbody>
</table>

Table 4.5. The detailed outcomes of the executed Lilliefors tests

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Test statistic</th>
<th>Alphas</th>
<th>Critical value</th>
<th>$H_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker</td>
<td>0.143</td>
<td>0.1</td>
<td>0.184</td>
<td>True</td>
</tr>
<tr>
<td>I/O</td>
<td>0.1507</td>
<td>0.1</td>
<td>0.201</td>
<td>True</td>
</tr>
<tr>
<td>Free</td>
<td>0.1554</td>
<td>0.1</td>
<td>0.184</td>
<td>True</td>
</tr>
<tr>
<td>Local Free</td>
<td>0.1644</td>
<td>0.1</td>
<td>0.184</td>
<td>True</td>
</tr>
</tbody>
</table>

The detailed results of the Bera-Jarque test are represented in Table 4.4. In most cases the null hypothesis is true at every acceptable level of significance (in case of $\text{minFreeThreads}$ the null hypothesis is rejected only at level of significance 0.01). This would mean that the response time has a normal distribution. But this test is an asymptotic test, thus care should be taken with small sample sizes.

The hypotheses of the Lilliefors test (see Section 3.4) are the same. The detailed outcomes of the Lilliefors test are described in Table 4.5. The null hypothesis is true at every acceptable level of significance. This test is not asymptotic, thus the response time performance metric is unambiguously normal in case of all four probability variables, namely, the thread pool performance factors.
Table 4.6. The maximum likelihood estimation of the parameters

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\mu} = \frac{1}{n} \sum X_i )</td>
<td>( \frac{1}{n} \sum (X_i - \hat{\mu})^2 )</td>
</tr>
<tr>
<td>Worker</td>
<td>0.0561</td>
<td>0.0014</td>
</tr>
<tr>
<td>I/O</td>
<td>0.0667</td>
<td>0.0016</td>
</tr>
<tr>
<td>Free</td>
<td>0.0556</td>
<td>0.0017</td>
</tr>
<tr>
<td>Local Free</td>
<td>0.0556</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

Thereafter, the parameters of normal response time performance metric have been determined by maximum likelihood estimation with successive approximation (Table 4.6). The estimates are strongly consistent since the strong law of large numbers. The sample mean is unbiased estimation, but the sample variance is only asymptotically unbiased, thus, it have to be corrected.

4.5 Chapter Summary

This chapter has discussed how to model multi-tier software systems. It is worth decomposing a web-based software system to multiple tiers, and modeling it according to the base queueing model, because the service time of each tier is independent and additive, and can be very different. In this chapter, the base queueing model and the MVA, the approximate MVA evaluation algorithms, the calculation of balanced job bounds have been provided to model ASP.NET web-based software systems and to predict performance metrics. The validity of the model and the algorithms, and the correctness of performance prediction of web-based software systems have been proven with performance measurements in ASP.NET environment. The chapter has analyzed the computational complexity of the MVA algorithm as well as the limit of the response time and throughput sequences computed by the base queueing model and the MVA algorithm in order to provide a comparative base for proposed models and algorithms.
In addition, this chapter has discussed the performance factor identification and investigation with statistical methods. The chi square test of independence can be applied to performance factor identification. It has shown that the thread pool attributes: \texttt{maxWorkerThreads}, \texttt{maxIOThreads}, \texttt{minFreeThreads}, \texttt{minLocalRequestFreeThreads}, and the queue limit parameters: \texttt{requestQueueLimit}, \texttt{appRequestQueueLimit} have a considerable effect on the performance, in other words, they are performance factors, which has been proven by statistical methods. Then, the chapter has determined the distribution of the response time performance metric and the parameters of the distribution with statistical methods. The normality has been intuitively founded by graphically methods, and has been proven with hypothesis tests. The parameters of the distribution have been evaluated by maximum likelihood estimation with successive approximation. Stemming from the property of the maximum likelihood estimation method, after the correction the calculated estimates are unbiased and strongly consistent.

The thread pool attributes and the queue limit parameters are dominant factors considering the response time and throughput performance metrics. These performance factors must be modeled to improve performance models.
Chapter 5

Modeling the Thread Pool

Assume that the actual request contains CPU as well as I/O (input/output) calls. In case of multiple threads, I/O calls do not block the CPU, because the execution can continue on other non-blocked threads. This enables handling I/O requests and executing CPU instructions simultaneously.

In case of three-tier architecture, the presentation tier corresponds to an output tier, the database tier is an input/output tier, and the business logic layer corresponds to a CPU tier.

By taking the behavior of the thread pool (Section 3.1) into account, the MVA evaluation algorithm (Definition 3.12) can be effectively enhanced.

This chapter discusses modeling the behavior of the thread pool. The main contribution of the chapter is the improvement of the MVA evaluation algorithm in order to model the behavior of the thread pool. Firstly, this chapter provides a novel algorithm to model the thread pool, in addition, it computes the computational complexity of the proposed algorithm. Secondly, it analyzes the limit of the response time and the throughput sequences computed by the proposed algorithm. Then, the chapter validates the novel algorithm, and verifies the correctness of performance prediction with the proposed algorithm. Finally, error analysis is presented.
5.1 Novel Algorithm for Thread Pool Modeling

In this section, a novel algorithm is provided to model the behavior of the thread pool performance factor. The MVA evaluation algorithm (Definition 3.12) has been improved in order to model the thread pool.

Definition 5.1. The extended MVA with thread pool (MVA-TP) is defined by Algorithm 5.1, where the index CPU is related to the CPU tier index and the index I/O corresponds to an I/O tier index from $1 \leq m \leq M$.

Algorithm 5.1 Pseudo code of the MVA-TP

1: for all $m = 1$ to $M$ do
2: \( L_m = 0 \)
3: for all $n = 1$ to $N$ do
4: \( R_m = V_m \cdot S_m \cdot (1 + L_m) \)
5: \( R = \sum_{m=1}^{M} R_m \)
6: \( \tau = n/(Z + R) \)
7: for all $m = 1$ to $M$ do
8: \( L_{I/O} = \tau \cdot R_{I/O} - S_{CPU} \cdot L_{CPU} \)
9: if $L_{I/O} < 0$ then
10: \( L_{I/O} = 0 \)
11: for all $m = 1$ to $M$ do
12: if $m$ is a CPU tier then
13: \( L_m = \tau \cdot R_m \)

Consider that the CPU queue and the I/O queue contain some requests respectively. If a new request arrives, it must wait until each previous request has been handled in the CPU queue. It takes $L_{CPU} \cdot S_{CPU}$ time unit to handle each CPU request. During this time the requests residing in the I/O queue can be handled simultaneously, because the CPU and the I/O devices can work in parallel. If an I/O call occurs, the CPU has to wait until the I/O device handles the request. In case of multiple threads the CPU does not have to wait, because the execution can continue in another thread as depicted in Fig. 5.1.
Namely, during this time interval $S_{CPU}/S_{I/O} \cdot L_{CPU}$ I/O requests can be handled, which affects that the number of requests waiting in the I/O queue decreases. This difference should be subtracted from the number of requests waiting in the I/O queue calculated by the MVA. Additionally, $L_{CPU}$ is from the previous iteration step, namely, $L_{CPU}$ is updated only after this step.

After this subtraction one more checking step is necessary, because the average length of a queue cannot be negative. Thus, if the obtained $L_{I/O}$ value is less than 0, the $L_{I/O}$ must be equal to 0.
Proposition 5.2. The novel MVA-TP (Definition 5.1) can evaluate the base queueing model (Definition 3.7).

Proof. Since the MVA evaluation algorithm (Definition 3.12) can evaluate the base queueing model (Definition 3.7) shown in Remark 3.11, and the extensions have not modified the original part of the algorithm, thus, only the extensions have to be proven. In Step 10 of Algorithm 5.1, in case of an I/O tier (Step 9), the queue length $L_{I/O}$ has to be modified to model that the CPU and the I/O devices can work in parallel. In Steps 11 and 12 of the algorithm, since the queue length cannot be negative, if the obtained queue length $L_{I/O}$ would be negative, it has to be zero.

Proposition 5.3. The computational complexity of the novel MVA-TP (Definition 5.1) is $\Theta(N \cdot M)$, where $N$ is the number of customers and $M$ is the number of tiers.

Proof. Assume that each execution of the $i$th line takes time $c_i$, where $c_i$ is a constant. The total running time is the sum of running times for each statement executed. A statement that takes $c_i$ time to execute and is executed $n$ times contributes $c_i \cdot n$ to the total running time.

The worst-case running time of this novel MVA-TP can be seen in Equation 5.1. If the number of customers $N$ and the number of tiers $M$ is finite, the computational time is finite, the algorithm is terminating.

$$
\begin{align*}
(c_4 + c_5 + c_8 + c_9 + c_{10} + c_{11} + c_{12} + c_{13} + c_{14} + c_{15}) \cdot N \cdot M + \\
(c_3 + c_4 + c_6 + c_7 + c_8 + c_{13}) \cdot N + \\
(c_1 + c_2) \cdot M + (c_1 + c_3)
\end{align*}
$$

Consider only the leading term of the formula, since the lower-order terms are relatively insignificant for large $N$ and $M$. The constant coefficient of the leading term can be ignored, since constant factors are less significant than the order of growth in determining computational efficiency for large inputs.

Since the order of growth of the best-case and worst-case running times is the same, the asymptotic lower and upper bounds are the same, thus, the computational complexity is $\Theta(N \cdot M)$. \qed
This extension does not increase the complexity of the evaluation algorithm, because the computational complexity of the original algorithm is the same (see Proposition 4.2).

5.2 Limit Analysis

In this section, the limits of the throughput and response time sequences computed by the proposed MVA-TP are determined and proven if the number of customers converges to infinity.

**Proposition 5.4.** The throughput sequence provided by the MVA-TP (Definition 5.1) converges to $1/D_{\text{max}}$ (if $n \to \infty$, $n$ is the number of customers), where $D_{\text{max}}$ is the maximum value of service demands.

Proof. The Steps 5, 6, 7, 10 (in I/O tiers) or 15 (in CPU tiers) of the recursive MVA-TP (Algorithm 5.1) can be substituted into each other. Depending on the proposed $S_{\text{CPU}}/S_{\text{I/O}} \cdot L_{\text{CPU}}$ (see Figs. 5.2, 5.3, and 5.4), if $1/D_{\text{max}}$ is an upper bound, then the throughput sequence should minorize using the upper bound in the denominator, in addition, if $1/D_{\text{max}}$ is a lower bound, then the throughput should majorize using the lower bound in the denominator. Thus, the numerator of the obtained minorant/majorant is $n$, and the denominator is the following:

$$Z + D_{\text{max}} \sum_{i=1}^{n} (D_i^1 + \ldots + D_i^M)(1/D_{\text{max}})^i - D_{\text{max}} \sum_{i=1;1:2\ldots M \neq \text{CPU}}^{n} (D_i^1 + \ldots + D_i^M)(1/D_{\text{max}})^i \vartheta(n - i),$$

where $1, 2\ldots M \neq \text{CPU}$ means that only I/O tiers are in this sum, furthermore $\vartheta(n - i)$ corresponds to the enhancement in the queue length, namely, $\vartheta(n - i) = \frac{S_{\text{CPU}}}{S_{\text{I/O}}} \cdot L_{\text{CPU}}(n - i - 1)$.

The inverse sequence can be analyzed as in the proof of Proposition 4.4. The inverse sequence converges to $D_{\text{max}}$, since the expression in the second row of Equation 5.2, which is the only difference between Equations 4.8 and 5.2, converges to zero. The proof is the following. Two cases must be distinguished.
Firstly, if the $D_{\text{max}}$ is in a CPU tier, then because of the part $\left( D_1^i + D_2^i + \ldots + D_M^i \right) / D_{\text{max}}^i$ it converges to zero, since only I/O service demands are in the sum, and the maximum service demand is in a CPU tier. If each coefficient is zero, then the whole expression in the second row of Equation 5.2 converges to zero.

Secondly, if the $D_{\text{max}}$ is in an I/O tier, then because of the part $\vartheta$ it converges to zero. $\vartheta$ can be expressed similarly to $\sum_{i=1}^{n} \left( D_1^i + D_2^i + \ldots + D_M^i \right) (1/D_{\text{max}})^i$, but only CPU tiers are in the sum, since $\vartheta(n-i) = s_{\text{CPU}} / s_{I/O} \cdot L_{\text{CPU}}(n-i-1)$, in addition, the maximum service demand is in an I/O tier. If each coefficient is zero, then the whole expression in the second row of Equation 5.2 converges to zero.

Thus, the whole inverse sequence converges to $D_{\text{max}}$. If a smaller sequence and a greater one converge to the same value, then the limit of the middle sequence is the same, as well. Thus, the throughput converges to $1/D_{\text{max}}$. \hfill \Box

**Proposition 5.5.** The response time sequence provided by the MVA-TP (Definition 5.1) converges to infinity (if $n \to \infty$, where $n$ is the number of customers).

*Proof.* The relationship between the throughput and the response time is as follows (Step 7 of Algorithm 5.1) and the throughput converges to $1/D_{\text{max}}$ (see Proposition 5.4):

\[ \tau(n) = \frac{n}{Z + R(n)} \to \frac{1}{D_{\text{max}}}. \] (5.3)

The right side of Equation 5.3 is a constant value, in addition, the numerator of the left side converges to infinity, the denominator of the left side converges to a constant value plus the limit of the response time ($n \to \infty$). Thus, the response time computed by the MVA-TP has to converge to infinity with the order of growth $n$. \hfill \Box

The limits of the response time and the throughput sequences computed by the proposed MVA-TP are the same as the limits of the performance metrics computed by the original MVA (see Propositions 4.3 and 4.4).
**Proposition 5.6.** The difference between the throughput and response time sequences computed by the novel MVA-TP (Definition 5.1) and the original MVA (Definition 3.12) converges to zero (if \( n \to \infty \), where \( n \) is the number of customers).

**Proof.** The limit of the throughput sequence computed by the proposed MVA-TP and the original MVA is the same constant value: \( 1/D_{\text{max}} \) (see Propositions 4.4 and 5.4). Thus, the difference between the throughput provided by MVA-TP and MVA converges to zero.

From Step 7 of Algorithm 3.1, the response time can be expressed as:

\[
R = \frac{n - \tau \cdot Z}{\tau}.
\]  

(5.4)

The difference between the novel MVA-TP and the original MVA is as follows:

\[
R_{\text{MVA-TP}} - R_{\text{MVA}} = \frac{(\tau_{\text{MVA-TP}} - \tau_{\text{MVA}}) \cdot n}{\tau_{\text{MVA-TP}} \cdot \tau_{\text{MVA}}}.
\]  

(5.5)

The above difference converges to zero (if \( n \to \infty \)), since the denominator converges to a constant value \( (1/D_{\text{max}} \cdot 1/D_{\text{max}}) \) as well as the numerator is zero \( (1/D_{\text{max}} - 1/D_{\text{max}}) \).

Consider \( \lim_{n \to \infty} a_n = A \), the definition of the limit is as follows: \( \forall \varepsilon > 0 \ (\varepsilon \in \mathbb{R}) \) \( \exists N(\varepsilon) \in N \) that \( |a_n - A| < \varepsilon \) if \( n > N(\varepsilon) \). According to the definition of the limit, a common threshold index can be found for each arbitrary chosen \( \varepsilon \): \( \max(N_1(\varepsilon), N_2(\varepsilon)) \), where \( N_1(\varepsilon) \) is for response time difference between the proposed and original algorithms and \( N_2(\varepsilon) \) is for throughput difference. If the number of customers is greater than the threshold index, the proposed MVA-TP and the original MVA can be used, as well. If the number of customers is less than the threshold index, the novel MVA-TP has to be applied.

The proposed improvement (Definition 5.1) has a considerable effect on the predicted response time and throughput if the \( S_{\text{CPU}}/S_{\text{I/O}} \) coefficient (see Algorithm 5.1) is great (near to 1 or greater than 1). If this coefficient is small (smaller than 1), the output of the original MVA and the novel MVA-TP are closer depicted in Fig. 5.2.
Figure 5.2. The effect of the $S_{CPU}/S_{I/O}$

Figure 5.3. The effect of the $V_{CPU}$
In other parts, since in the proposed improvement the $L_{CPU}$ (see Algorithm 5.1) depends on the $V_{CPU}$ input, greater CPU visit number causes considerable difference between the outputs of the original MVA and the novel MVA-TP as depicted in Fig. 5.3.

The speed of the convergence can be seen in Fig. 5.4. The original algorithm converges to $1/D_{\text{max}}$ (Proposition 4.4) very quickly after a few customers from lower. The novel algorithm converges to $1/D_{\text{max}}$ (Proposition 5.4) very slowly from upper. Considering the above effects, if the proposed $S_{CPU}/S_{I/O}$ coefficient and/or $V_{CPU}$ is small, then the proposed MVA-TP converges to the original MVA, because the Step 10 of Algorithm 5.1 converges to the Step 15 of Algorithm 5.1 depicted in Figs. 5.2 and 5.3.
5.3 Performance Prediction and Validation

In this section, it is shown that the proposed MVA-TP can be used for performance prediction of web-based software systems.

Firstly, the proposed MVA-TP has been implemented with the help of MATLAB. Secondly, the input values have been measured or estimated. Then, the base queueing model has been evaluated by the novel MVA-TP to predict the performance metrics.

Recall that for model parameter estimation and model evaluation, only one measurement or estimation in case of one customer is required in ASP.NET environment. The input parameters are the number of tiers \( M \), the maximum number of customers \( N \), the average user think time \( Z \), the visit numbers \( V_m \) and the average service times \( S_m \) for \( Q_m \ (1 \leq m \leq M) \). In case of three-tier architecture, the presentation tier corresponds to an output tier, the database tier is an input/output tier, and the business logic layer corresponds to a CPU tier.

**Proposition 5.7.** The novel MVA-TP (Definition 5.1) can be applied to performance prediction of web-based software systems in ASP.NET environment, this proposed algorithm predicts the performance metrics more accurate than the original MVA (Definition 3.12).

**Proof.** The novel MVA-TP has been validated and the correctness of the performance prediction with the proposed MVA-TP has been verified with performance measurements in ASP.NET environment.

These validation and verification have been performed by comparing the observed values provided by performance measurements in ASP.NET environment, the predicted values with the original algorithm (Definition 3.12), and the predicted values with the proposed MVA-TP (Definition 5.1).

The results depicted in Figs. 5.5, 5.6, 5.7 and 5.8 have shown that the outputs of the proposed MVA-TP approximate the measured values much better than the outputs of the original algorithm considering the shape of the curve and the values, as well. Thus, the proposed MVA-TP predicts the response time and throughput performance metrics much more accurate than the original algorithm in ASP.NET environment.
Figure 5.5. The observed throughput, the predicted with original MVA, and the predicted with novel MVA-TP in the first environment.

Figure 5.6. The observed throughput, the predicted with original MVA, and the predicted with novel MVA-TP in the second environment.
Figure 5.7. The observed response time, the predicted with original MVA, and the predicted with novel MVA-TP in the first environment.

In this case the proposed extension has a considerable effect on the predicted response time and throughput, because a $S_{CPU}/S_{I/O}$ coefficient is large, thus high curvatures can be observed in the throughput and in the response time performance metrics (see Figs. 5.5, 5.6, 5.7, and 5.8).
Figure 5.8. The observed response time, the predicted with original MVA, and the predicted with novel MVA-TP in the second environment

### 5.4 Error Analysis

Finally, the error has been analyzed to verify the correctness of the performance prediction with the proposed MVA-TP. Two methods have been applied: the average absolute error function and the error histogram.
Definition 5.8. The **average absolute error function** is defined by Equation 5.6, where the index \( alg \) corresponds to the values provided by the algorithm, the index \( obs \) is related to the observed values, \( R \) is the response time, and \( N \) is the number of measurements.

\[
error_{alg-obs} = \frac{1}{N} \sum_{i=1}^{N} |R_{alg,i} - R_{obs,i}|.
\] (5.6)

Proposition 5.9. *The average absolute error of the response time performance metric provided by the novel MVA-TP (Definition 5.1) is less than the average absolute error of the response time computed by the original MVA (Definition 3.12).*

Proof. The results of the average absolute error function are presented in Table 5.1, which contains the average absolute error with the number of concurrent customers from 1 to \( N \). The results have been shown that the error of the novel algorithm is substantially less than the error of original algorithm in ASP.NET environment.

<table>
<thead>
<tr>
<th></th>
<th>ASP.NET 1.1</th>
<th>ASP.NET 2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orginal algorithm</td>
<td>340.4833</td>
<td>309.4667</td>
</tr>
<tr>
<td>Novel algorithm</td>
<td>62.8500</td>
<td>38.5333</td>
</tr>
</tbody>
</table>

The error histograms of the original and the proposed algorithms are depicted in Figs. 5.9 and 5.10. The values of the error (x-axis) with the proposed algorithm are substantially less than with the original algorithm. In case of the original MVA, the number of errors in each bin (y-axis) is Gaussian in shape. With the novel MVA-TP, most of the errors are in the first bin, and the number of errors in the subsequent bins continuously decreases.
Figure 5.9. Error histogram in ASP.NET 1.1 environment

The error analysis has verified the correctness of the performance prediction with the proposed algorithm, namely, the novel algorithm predict the performance metrics much more accurate than the original algorithm.
The thread pool attributes are dominant factors considering the response time and throughput performance metrics. These identified performance factors must be modeled to improve performance models. Because of the behavior of the thread pool, it is possible handling I/O requests and executing CPU instructions simultaneously. In this chapter, a novel algorithm has been provided to model the behavior of the thread pool.

Figure 5.10. Error histogram in ASP.NET 2.0 environment
Firstly, it has been shown that the novel algorithm can evaluate the base queueing model, in addition, the computational complexity of the proposed algorithm has been provided. Secondly, the limit of the response time and the throughput sequences computed by the novel algorithm has been proven if the number of customers converges to infinity. Thirdly, it has been shown that the proposed algorithm can be applied to performance prediction of web-based software systems in ASP.NET environment, the proposed algorithm predicts the performance metrics more accurate than the original algorithm. The proposed algorithm has been validated and the correctness of performance prediction with the novel algorithm has been verified with performance measurements in ASP.NET environment. Finally, error has been analyzed to verify the correctness of the performance prediction. The results have shown that the proposed algorithm predict the performance metrics much more accurate than the original algorithm.

With the novel algorithm of this chapter, the behavior of the thread pool performance factor can be modeled, in addition, performance prediction can be performed more accurate.
Modeling the Queue Limit

The queue size must be limited to prevent requests from consuming all the memory for the server, for an application queue. By taking the queue limit (Section 3.1) into consideration, the base queueing model (Definition 3.7) and the MVA evaluation algorithm (Definition 3.12) can be effectively enhanced.

The enhancement of the baseline model handles such concurrency limits, when each tier has an individual concurrency limit [Urgaonkar, 2005] (see Section 3.3). This approach manages the case in which all tiers have a common concurrency limit.

This chapter discusses modeling the queue limit. The main contribution of the chapter is the enhancement of the base queueing model and the MVA evaluation algorithm in order to model the global and the application queue limit performance factors. Firstly, this chapter proposes novel models and algorithms to model the queue limit, in addition, it provides the computational complexity of the proposed algorithms. Secondly, it analyzes the limit of the response time and the throughput sequences computed by the novel models and algorithms. Thirdly, the chapter validates the proposed models and algorithms, and verifies the correctness of performance prediction with the novel models and algorithms. Finally, error analysis is presented.
6.1 Novel Models and Algorithms for Queue Limit Modeling

In this section, novel models and algorithms are proposed to model the global and application queue limit performance factors. The base queueing model (Definition 3.7) and the MVA evaluation algorithm (Definition 3.12) have been extended in order to model the queue limits. Firstly, modeling of the global queue limit performance factor is presented. Then, the application queue limit models and algorithms are provided.

Definition 6.1. The extended queueing model with global queue limit (QM-GQL) is defined by Fig. 6.1, where the $Q_{\text{drop}}$ is an infinite server queueing system, the $Z_{\text{drop}}$ is the time spent at $Q_{\text{drop}}$, the GQL is the global queue limit, which corresponds to the requestQueueLimit parameter in ASP.NET environment. If the GQL is less than the queued requests sum $\sum_{m=1}^{M} L_m$, the next requests proceed to $Q_{\text{drop}}$. Requests from $Q_{\text{drop}}$ proceed back to $Q_0$, namely, these requests are reissued.
Definition 6.2. The extended MVA with global queue limit (MVA-GQL) is defined by Algorithm 6.1, where the $Z_{\text{drop}}$ is the time spent at $Q_{\text{drop}}$, the GQL is the global queue limit, which corresponds to the requestQueueLimit parameter in ASP.NET environment.

**Algorithm 6.1** Pseudo code of the MVA-GQL

1: for all $m = 1$ to $M$ do
2: \hspace{1em} $L_m = 0$
3: \hspace{1em} $nql = 1$
4: for all $n = 1$ to $N$ do
5: \hspace{2em} for all $m = 1$ to $M$ do
6: \hspace{3em} $R_m = V_m \cdot S_m \cdot (1 + L_m)$
7: \hspace{1em} $R = \sum_{m=1}^{M} R_m$
8: \hspace{1em} $\tau = nql/(Z + Z_{\text{drop}} + R)$
9: for all $m = 1$ to $M$ do
10: \hspace{2em} $L_m = \tau \cdot R_m$
11: if $\sum_{m=1}^{M} L_m > \text{GQL}$ then
12: \hspace{2em} for all $m = 1$ to $M$ do
13: \hspace{3em} $L_m = \text{old} L_m$
14: \hspace{2em} else
15: \hspace{2em} $nql = nql + 1$
16: \hspace{2em} for all $m = 1$ to $M$ do
17: \hspace{3em} $\text{old} L_m = L_m$

Considering the concept of the global queue (see Section 3.1), if the current requests – queued plus executing requests (by ASP.NET) – exceed the global queue limit (GQL), the next incoming requests will be rejected. In these cases, the queue length does not have to be updated (see Steps 10 and 13 of Algorithm 6.1).

The queued requests sum of the model and algorithm ($\sum_{m=1}^{M} L_m$) contains not only the queued requests by ASP.NET but the working threads of ASP.NET, as well.
Proposition 6.3. The novel MVA-GQL (Definition 6.2) can be applied as an approximation method to the proposed QM-GQL (Definition 6.1).

Proof. The QM-GQL model does not satisfy the condition of job flow balance (see in Section 3.3). Thus, the MVA-GQL evaluation algorithm can be applied as an approximation method to the QM-GQL model.

In Step 8 of Algorithm 6.1, when it computes the throughput, the $Z_{\text{drop}}$ of the model is taken into consideration similarly to $Z$. In Steps 11 and 13 of the algorithm, if the $GQL$ is less than the queued requests sum $\sum_{m=1}^{M} L_m$, the next requests proceed to $Q_{\text{drop}}$ in the model, the queue length does not have to be updated in the algorithm. \hfill \Box

Proposition 6.4. The computational complexity of the novel MVA-GQL (Definition 6.2) is $\Theta(N \cdot M)$, where $N$ is the number of customers and $M$ is the number of tiers.

Proof. Assume that each execution of the $i$th line takes time $c_i$, where $c_i$ is a constant. The total running time is the sum of running times for each statement executed. A statement that takes $c_i$ time to execute and is executed $n$ times contributes $c_i \cdot n$ to the total running time.

The worst-case running time of this novel algorithm can be seen in Equation 6.1. If the number of customers $N$ and the number of tiers $M$ is finite, the computational time is finite, the algorithm is terminating.

\begin{equation}
(c_5 + c_6 + c_9 + c_{10} + c_{12} + c_{13} + c_{16} + c_{17}) \cdot N \cdot M + \\
(c_4 + c_5 + c_7 + c_8 + c_9 + c_{11} + c_{12} + c_{16}) \cdot N + \\
(c_1 + c_2) \cdot M + (c_1 + c_3 + c_4) \tag{6.1}
\end{equation}

Consider only the leading term of the formula, since the lower-order terms are relatively insignificant for large $N$ and $M$. The constant coefficient of the leading term can be ignored, since constant factors are less significant than the order of growth in determining computational efficiency for large inputs.

Since the order of growth of the best-case and worst-case running times is the same, the asymptotic lower and upper bounds are the same, thus, the computational complexity is $\Theta(N \cdot M)$. \hfill \Box
Definition 6.5. The extended queueing model with application queue limit (QM-AQL) is defined by Fig. 6.2, where the $Q_{\text{drop}}$ is an infinite server queueing system, the $Z_{\text{drop}}$ is the time spent at $Q_{\text{drop}}$, the $AQL$ is the application queue limit, which corresponds to the appRequestQueueLimit parameter in ASP.NET environment, in addition, the $WT$ is the maximum number of working threads, which equals $\text{maxWorkerThreads}+\text{maxIOThreads}-\text{minFreeThreads}$ in ASP.NET environment. If the $AQL + WT$ is less than the queued requests sum $\sum_{m=1}^{M} L_m$, the next requests proceed to $Q_{\text{drop}}$. Requests from $Q_{\text{drop}}$ proceed back to $Q_0$, namely, these requests are reissued.

Definition 6.6. The extended MVA with application queue limit (MVA-AQL) is defined by Algorithm 6.2, where the $Z_{\text{drop}}$ is the time spent at $Q_{\text{drop}}$, the $AQL$ is the application queue limit, which corresponds to the appRequestQueueLimit parameter in ASP.NET environment, in addition, the $WT$ is the maximum number of working threads, which equals $\text{maxWorkerThreads}+\text{maxIOThreads}-\text{minFreeThreads}$ in ASP.NET environment.
Algorithm 6.2 Pseudo code of the MVA-AQL

1: for all $m = 1$ to $M$ do 
2: \hspace{1em} $L_m = 0$ 
3: \hspace{1em} $nql = 1$ 
4: for all $n = 1$ to $N$ do 
5: \hspace{2em} for all $m = 1$ to $M$ do 
6: \hspace{3em} $R_m = V_m \cdot S_m \cdot (1 + L_m)$ 
7: \hspace{1em} $R = \sum_{m=1}^{M} R_m$ 
8: \hspace{1em} $\tau = nql/(Z + Z_{drop} + R)$ 
9: \hspace{1em} for all $m = 1$ to $M$ do 
10: \hspace{2em} $L_m = \tau \cdot R_m$ 
11: \hspace{1em} if $\sum_{m=1}^{M} L_m - WT > AQL$ then 
12: \hspace{2em} for all $m = 1$ to $M$ do 
13: \hspace{3em} $L_m = oldL_m$ 
14: \hspace{1em} else 
15: \hspace{1em} $nql = nql + 1$ 
16: \hspace{1em} for all $m = 1$ to $M$ do 
17: \hspace{2em} $oldL_m = L_m$

Considering the concept of the application queue (see Section 3.1), if the number of queued requests (by ASP.NET) exceeds the application queue limit ($AQL$), the next incoming requests will be rejected. In these cases, the queue length has not to be updated (see Steps 10 and 13 of Algorithm 6.2).

Since the queued requests sum of the model and the algorithm ($\sum_{m=1}^{M} L_m$) contains not only the queued requests by ASP.NET but the working threads of ASP.NET, as well. Thus, $WT$ has to be subtracted from the number of queued requests of the model and algorithm to obtain the queued requests by ASP.NET.

Proposition 6.7. The novel MVA-AQL (Definition 6.6) can be applied as an approximation method to the proposed QM-AQL (Definition 6.5).

Proof. The QM-AQL model does not satisfy the condition of job flow balance (see in Section 3.3). Thus, the MVA-AQL evaluation algorithm can be applied as an approximation method to the QM-AQL model.
In Step 8 of Algorithm 6.2, when it computes the throughput, the $Z_{\text{drop}}$ of the model is taken into consideration similarly to $Z$. In Steps 11 and 13 of the algorithm, if the $AQL + WT$ is less than the queued requests sum $\sum_{m=1}^{M} L_m$, the next requests proceed to $Q_{\text{drop}}$ in the model, the queue length does not have to be updated in the algorithm.

**Proposition 6.8.** The computational complexity of the novel MVA-AQL (Definition 6.6) is $\Theta(N \cdot M)$, where $N$ is the number of customers and $M$ is the number of tiers.

**Proof.** Assume that each execution of the $i$th line takes time $c_i$, where $c_i$ is a constant. The total running time is the sum of running times for each statement executed. A statement that takes $c_i$ time to execute and is executed $n$ times contributes $c_i \cdot n$ to the total running time.

The worst-case running time of this novel algorithm can be seen in Equation 6.2. If the number of customers $N$ and the number of tiers $M$ is finite, the computational time is finite, the algorithm is terminating.

\[
(c_5 + c_6 + c_9 + c_{10} + c_{12} + c_{13} + c_{16} + c_{17}) \cdot N \cdot M + \\
(c_4 + c_5 + c_7 + c_8 + c_9 + c_{11} + c_{12} + c_{16}) \cdot N + \\
(c_1 + c_2) \cdot M + (c_1 + c_3 + c_4) \tag{6.2}
\]

Consider only the leading term of the formula, since the lower-order terms are relatively insignificant for large $N$ and $M$. The constant coefficient of the leading term can be ignored, since constant factors are less significant than the order of growth in determining computational efficiency for large inputs.

Since the order of growth of the best-case and worst-case running times is the same, the asymptotic lower and upper bounds are the same, thus, the computational complexity is $\Theta(N \cdot M)$.

These extensions do not increase the complexity of the evaluation algorithm, because the computational complexity of the original algorithm is the same (see Proposition 4.2).
6.2 Limit Analysis

In this section, the limits of the response time and throughput sequences computed by the proposed models and algorithms are determined and proven if the number of customers converges to infinity.

**Proposition 6.9.** The response time sequence provided by QM-GQL and MVA-GQL as well as QM-AQL and MVA-AQL (Definitions 6.1 and 6.2 as well as Definitions 6.5 and 6.6) converges to $RQL$ (if $n \to \infty$, $n$ is the number of customers), where the $RQL$ constant value can be seen in Equation 6.3, and $QL$ corresponds that index when $\sum_{m=1}^{M} L_m$ is greater than $GQL$ or $AQL + WT$ at the first time.

$$RQL = \sum_{m=1}^{M} D_m + \frac{QL \sum_{m=1}^{M} D_m R_m(QL)}{Z + Z_{drop} + R(QL)}.$$  \hspace{1cm} (6.3)

**Proof.** The response time sequence $R(n)$ computed by the original model and algorithm (Definitions 3.7 and 3.12) is presented in Equation 4.3, and it converges to infinity (see Proposition 4.3).

The response time sequence provided by the proposed models and algorithms corresponds to $\min \{R(n), RQL\}$. The response time is $R(n)$, until all the requests have successfully been served ($\sum_{m=1}^{M} L_m \leq GQL$ or $AQL + WT$).

When requests are rejected because of exceeding the queue limit ($\sum_{m=1}^{M} L_m > GQL$ or $AQL + WT$), the queue length has not to be updated, it remains unchanged (see Steps 10 and 13 of Algorithms 6.1 and 6.2). In this case, from the index $QL$ to infinity, the response time of the successful requests remains unchanged (see Steps 6 and 7 of Algorithms 6.1 and 6.2) on $RQL$ constant value which is Equation 4.3 at the index $QL$.

Thus, the response time sequence provided by the novel models and algorithms converges to this $RQL$ constant value. \hfill $\square$
Proposition 6.10. The throughput provided by QM-GQL and MVA-GQL as well as QM-AQL and MVA-AQL converges to \( \min \{1/D_{\text{max}}, \tau_{QL}\} \) (if \( n \to \infty \), \( n \) is the number of customers), where \( D_{\text{max}} \) is the maximum value of service demands, in addition, \( \tau_{QL} \) constant value can be seen in Equation 6.4, and \( QL \) corresponds that index when \( \sum_{m=1}^{M} L_m \) is greater than GQL or AQL + WT at the first time.

\[
\tau_{QL} = \frac{QL}{Z + Z_{\text{drop}} + \sum_{m=1}^{M} D_m + \sum_{i=2}^{QL} \left( \sum_{m=1}^{M} D_m \prod_{j=1}^{i-1} \tau(QL - j) \right)}
\] (6.4)

Proof. The throughput sequence \( \tau(n) \) computed by the original model and algorithm (Definitions 3.7 and 3.12) is presented in Equation 4.7, it converges to \( 1/D_{\text{max}} \) (see Proposition 4.4).

The throughput sequence provided by the proposed models and algorithms corresponds to \( \min \{\tau(n), \tau_{QL}\} \). The throughput is \( \tau(n) \) on the whole interval, if the index \( QL \) is greater than that index when the throughput approaches its limit. But if the index \( QL \) is less than that index when the throughput approaches its limit, the throughput equals \( \tau(n) \) before the throughput approaches its limit and equals \( \tau_{QL} \) – which is Equation 4.7 at the index \( QL \) – after the throughput approaches its limit.

Thus, the throughput sequence provided by the proposed models and algorithms converges to \( 1/D_{\text{max}} \), if the index \( QL \) is greater than that index when the throughput approaches its limit. But if the index \( QL \) is less than that index when the throughput approaches its limit, the throughput converges to \( \tau_{QL} \). \( \Box \)

Until all the requests have successfully been served, the response time and the throughput computed by the proposed models and algorithms are the same as the performance metrics computed by the original model and algorithm. When requests are rejected because of exceeding the queue limit, the throughput sequence computed by the proposed models and algorithms converges to a constant value, in most cases this is the same as in case of the original model and algorithm, but in some cases this is another constant value. Furthermore, the limit of the response time sequence provided by the novel models and algorithms is not infinity, it converges to a constant value.
6.3 Performance Prediction and Validation

In this section, it is shown that the proposed models and algorithms can be used for performance prediction of web-based software systems.

Firstly, the proposed models and algorithms have been implemented with the help of MATLAB. Secondly, the input values have been measured or estimated. Then, the proposed models have been evaluated by the novel algorithms to predict the performance metrics.

Recall that for model parameter estimation and model evaluation, only one measurement or estimation in case of one customer is required in ASP.NET environment. The input parameters are the number of tiers \((M)\), the maximum number of customers \((N)\), the average user think time \((Z)\), the time spent at \(Q_{\text{drop}}\) \((Z_{\text{drop}})\), the visit numbers \((V_m)\) and the average service times \((S_m)\) for \(Q_m\) \((1 \leq m \leq M)\), in addition, the global queue limit \((GQL)\) or the application queue limit \((AQL)\) along with the maximum number of working threads \((WT)\).

**Proposition 6.11.** The novel \(QM-GQL\) and \(MVA-GQL\) as well as \(QM-AQL\) and \(MVA-AQL\) (Definitions 6.1 and 6.2 as well as Definitions 6.5 and 6.6) can be applied to performance prediction of web-based software systems in ASP.NET environment, these proposed models and algorithms predict the performance metrics more accurate than the original base queueing model and MVA (Definitions 3.7 and 3.12).

**Proof.** The novel models and algorithms have been validated and the correctness of the performance prediction with the proposed models and algorithms has been verified with performance measurements in ASP.NET environment.

These validation and verification have been performed by comparing the observed values provided by performance measurements in ASP.NET environment, the predicted values with the original model and algorithm (Definitions 3.7 and 3.12), and the predicted values with the proposed models and algorithms (Definitions 6.1 and 6.2 as well as Definitions 6.5 and 6.6).
The observed response time, the predicted with original MVA, and the predicted with novel MVA-GQL

The results depicted in Figs. 6.3 and 6.4 have shown that the outputs of the proposed models and algorithms approximate the measured values much better than the outputs of the original model and algorithm considering the shape of the curve and the values, as well. Thus, the proposed models and algorithms predict the response time and throughput performance metrics much more accurate than the original model and algorithm in ASP.NET environment.
In Fig. 6.3, the $GQL$ has been chosen to 50. In Fig. 6.4, the $AQL$ has been chosen to 50 and the $WT$ equals the default value, namely, $32 = 20 + 20 - 8$ ($maxWorkerThreads + maxIOThreads - minFreeThreads$). If the number of concurrent customers is less than $GQL$ or $AQL + WT$, all the requests are successfully served, thus an increase in the response time can be observed. When there are more concurrent customers than $GQL$ or $AQL + WT$, the above part of the requests is dropped, thus the response time of successful requests remains approximately the same.
6.4 Error Analysis

Finally, the error has been analyzed to verify the correctness of the performance prediction with the proposed models and algorithms. Two methods have been applied: the average absolute error function (Definition 5.8) and the error histogram.

**Proposition 6.12.** The average absolute error of the response time performance metric provided by the novel QM-GQL and MVA-GQL as well as QM-AQL and MVA-AQL (Definitions 6.1 and 6.2 as well as Definitions 6.5 and 6.6) is less than the average absolute error of the response time computed by the original base queueing model and MVA (Definitions 3.7 and 3.12).

**Proof.** The results of the average absolute error function are presented in Tables 6.1 and 6.2. Table 6.1 contains the average absolute error with the number of concurrent customers from 1 to \(N\). Table 6.2 includes the average absolute error with the number of concurrent customers only from \(QL\) to \(N\). The results have been shown that the error of the novel models and algorithms is substantially less than the error of original model and algorithm in ASP.NET environment.

<table>
<thead>
<tr>
<th></th>
<th>Global queue</th>
<th>Application queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>4774.7</td>
<td>2139.3</td>
</tr>
<tr>
<td>Novel</td>
<td>1284.3</td>
<td>888.417</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Global queue</th>
<th>Application queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>9193.7</td>
<td>6276.6</td>
</tr>
<tr>
<td>Novel</td>
<td>2212.8</td>
<td>2326.4</td>
</tr>
</tbody>
</table>

Table 6.1. The results of the average absolute error function with concurrent customers from 1 to \(N\)

Table 6.2. The results of the average absolute error function with concurrent customers only from \(QL\) to \(N\)
The error histograms of the original and the proposed models and algorithms are depicted in Figs. 6.5 and 6.6. The values of the error (x-axis) with the proposed models and algorithms are substantially less than with the original model and algorithm. The number of errors in the first bin (y-axis) of the original and the novel models and algorithms are approximately the same, because the response time and the throughput computed by the proposed models and algorithms are the same as the performance metrics computed by the original model and algorithm, until all the requests have successfully been served. With the novel models and algorithms, the number of errors in the first bins (y-axis) is greater, since all of the errors are only in these first bins. In case of the original model and algorithm, the errors increase at much greater rate.
The error analysis has verified the correctness of the performance prediction with the proposed models and algorithms, namely, the novel models and algorithms predict the performance metrics much more accurate than the original model and algorithm.

Figure 6.6. Error histogram in case of application queue limit
6.5 Chapter Summary

The queue size must be limited to prevent requests from consuming all the memory for the server, for an application queue. The queue limit parameters are dominant factors considering the response time and throughput performance metrics. These identified performance factors must be modeled to improve performance models. In this chapter, novel models and algorithms have been provided to model the global and application queue limit performance factors.

Firstly, it has been shown that the novel algorithms can be applied as an approximation method to the proposed models, in addition, the computational complexity of the proposed algorithms has been proven. Secondly, the limit of the response time and the throughput sequences computed by the novel models and algorithms has been provided if the number of customers converges to infinity. Thirdly, it has been shown that the proposed models and algorithms can be applied to performance prediction of web-based software systems in ASP.NET environment, the novel models and algorithms predict the performance metrics more accurate than the original model and algorithm. The proposed models and algorithms have been validated and the correctness of performance prediction with novel models and algorithms has been verified with performance measurements in ASP.NET environment. Finally, error has been analyzed to verify the correctness of the performance prediction. The results have shown that the proposed models and algorithms predict the performance metrics much more accurate than the original model and algorithm.

With the novel models and algorithms of this chapter, the global and application queue limit performance factors can be modeled, in addition, performance prediction can be performed much more accurate.

The extended MVA with thread pool and the extended MVA with queue limit are independent and additive, they can be applied together or separately, as well.
Chapter 7

Application of the Results

The results of my research, namely, (i) performance prediction and performance factor identification, (ii) modeling the thread pool, and (iii) modeling the queue limit – presented in Chapters 4, 5, and 6 – together form improved performance models of web-based software systems. These techniques are successfully applied to industrial applications like Hungarian Microsoft Educational Portal [MsPortal, 2009]. Furthermore, the proposed models and algorithms have been realized in a web-based software system [Bogárdi-Mészöly and Levendovszky, 2008] [Bogárdi-Mészöly et al., 2008f].

In this chapter, an overview is given on the basic concepts and the architecture of the developed web-based software system. That is followed by the detailed description of the components based on the result of my research, namely, performance measurements, performance factor identification, performance prediction. These case studies offer solutions to practical problems.

7.1 Basic Concepts and Architecture

A web-based software system has been developed in ASP.NET environment to demonstrate the possibilities of practical application of the proposed models and algorithms. The results of this thesis have been realized by a software package, which contains the contributions of this thesis in modular structure.
The application server has been an ASP.NET 3.5 runtime environment [MacDonald and Szpuszta, 2007] [Esposito, 2008] [Evjen et al., 2008]. The web-based system has been developed with the help of Microsoft Visual Studio .NET 2008 in C# language. It is an interactive web application using AJAX.

The architecture of the developed web-based software system is illustrated in Fig. 7.1. It has a three-tier architecture: the presentation tier is ASP.NET web forms, the business logic layer is in C# classes invoking MATLAB functions, the data access layer is using ADO.NET, and the database layer is in SQL server.

The proposed models and algorithms – chi square test of independence for identifying performance factors, in addition, base queueing model with MVA, approximate MVA, and balanced job bounds, furthermore, improved models and algorithms modeling the behavior of thread pool and queue limit, moreover, performance prediction, validation, and error analysis – have been implemented in MATLAB. The MATLAB programs have been invoked and applied in .NET environment.

7.2 Components

There are three main parts of the web-based software system as tabbed user interface:

- Performance measurements step by step
- Performance factor identification
- Performance prediction, validation, error analysis
7.2.1 Performance Measurements

A methodology described as a process has been given to provide performance measurements of web-based software systems. The whole process cannot be automated. The given steps should be followed to perform a measurement process depicted in Fig. 7.2.

The results of performance measurement processes have been applied in the first contribution (Chapter 4) to validate the base queueing model with MVA, approximate MVA, and balanced job bounds, in addition, to verify the correctness of the performance prediction. Moreover, in the first contribution the results have been analyzed statistically, as well. Furthermore, in the second and the third contributions (Chapters 5 and 6) they have been applied to validate the proposed models and algorithms, in addition, to verify the correctness of the performance prediction. Recall that for model parameter estimation and model evaluation, only one measurement or estimation in case of one customer is required.

7.2.2 Performance Factor Identification

The performance factor identifying process can be performed as illustrated in Fig. 7.3. The results of measurement processes can be uploaded from Excel file format. The flowchart of the process can be seen in Fig. 7.4. I have realized on this tab the proposed statistical methods of the first contribution (Chapter 4).

7.2.3 Performance Prediction, Validation, Error Analysis

Firstly, the performance metrics can be predicted with the original along with the proposed models and algorithms modeling the thread pool and the queue limit. Secondly, the novel models and algorithms can be validated using the results of performance measurements. Finally, error analysis can be performed to demonstrate the accuracy of the improved models and algorithms. The results of measurement processes can be uploaded from Excel file format. The flowchart of the whole process can be seen in Fig. 7.5. I have realized on this tab the contributions of Chapter 4, 5, and 6 as illustrated in Fig. 7.6.
Figure 7.2. Flowchart of performance measurement process
Figure 7.3. Case study of performance factor identification
Figure 7.4. Flowchart of performance factor identifying process

Figure 7.5. Flowchart of performance prediction, validation, error analysis process
### Improved Performance Models of Web-Based Software Systems

#### Performance Prediction

<table>
<thead>
<tr>
<th>Performance Measurements</th>
<th>Performance Factor</th>
<th>Performance Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Prediction</td>
<td>Validation</td>
<td>Error Analysis</td>
</tr>
</tbody>
</table>

**Performance Prediction**

- Original MVA
- Enhanced MVA modeling thread pool
- Enhanced MVA modeling global queue limit
- Enhanced MVA modeling application queue limit

<table>
<thead>
<tr>
<th>Queue limit:</th>
<th>Working threads:</th>
<th>Maximum number of customers:</th>
<th>Number of tiers:</th>
<th>Tier 1</th>
<th>Tier 2</th>
<th>Tier 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>12</td>
<td>120</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>193</td>
<td>28</td>
<td>28</td>
</tr>
</tbody>
</table>

**Figure 7.6.** Case study of performance prediction
7.3 Chapter Summary

In this chapter, the practical results have been presented, which are based on the theoretical models and algorithms presented earlier in the thesis. Firstly, the basic concepts and the architecture of the developed web-based software system have been introduced. Then, the detailed description of the components has been given, namely, performance measurements, performance factor identification, and performance prediction, which includes flowcharts and case studies offering solutions to practical problems.
Conclusions

8.1 Summary

The results that I have provided in this work are summarized in three theses. I have proven these results with mathematical and engineering methods.

I have illustrated their practical relevance in engineering applications [Bogárdi-Mészöly and Levendovszky, 2008] [Bogárdi-Mészöly et al., 2008f] [MsPortal, 2009].

Thesis I

Related publications: [Bogárdi-Mészöly and Charaf, 2004] [Bogárdi-Mészöly et al., 2005a] [Bogárdi-Mészöly et al., 2005b] [Bogárdi-Mészöly et al., 2005c] [Bogárdi-Mészöly et al., 2005d] [Bogárdi-Mészöly et al., 2005e] [Bogárdi-Mészöly, 2006a] [Bogárdi-Mészöly, 2006b] [Bogárdi-Mészöly et al., 2006a] [Bogárdi-Mészöly et al., 2006b] [Bogárdi-Mészöly et al., 2006c] [Bogárdi-Mészöly et al., 2006d] [Bogárdi-Mészöly et al., 2006e] [Bogárdi-Mészöly et al., 2006f] [Bogárdi-Mészöly et al., 2006g] [Bogárdi-Mészöly et al., 2007c].

I have demonstrated queueing network models and evaluation algorithms to model multi-tier ASP.NET web-based software systems. I have analyzed these models and algorithms in order to provide a comparative base for proposed models and
algorithms. I have supplied statistical methods to identify and investigate new performance factors.

- I have shown that the base queueing model and the MVA evaluation algorithm, the approximate MVA, the balanced job bounds can be used to model multi-tier ASP.NET web-based software systems. I have demonstrated that these model and algorithms can be applied to performance prediction of web-based software systems in ASP.NET environment. I have validated these model and algorithms and verified the correctness of the performance prediction with performance measurements.

- I have proven that the computational complexity of the MVA is $\Theta(N \cdot M)$, where $N$ is the number of customers and $M$ is the number of tiers.

- I have shown that the response time sequence provided by the base queueing model and the MVA converges to infinity (if $n \to \infty$, where $n$ is the number of customers).

- I have proven that the throughput sequence computed by the base queueing model and the MVA converges to $1/D_{\text{max}}$ (if $n \to \infty$, $n$ is the number of customers), where $D_{\text{max}}$ is the maximum value of service demands.

- I have shown that the chi square test of independence can be applied to performance factor identification. I have proven that the thread pool attributes: $\text{maxWorkerThreads}$, $\text{maxIOThreads}$, $\text{minFreeThreads}$, $\text{minLocalRequestFreeThreads}$, and the queue limit parameters: $\text{requestQueueLimit}$, $\text{appRequestQueueLimit}$ are performance factors.

- I have shown with statistical methods that the response time performance metric tends to a normal distribution if the probability variables are the thread pool parameters. I have determined the parameters of the distribution by maximum likelihood estimation with successive approximation.
Thesis II

Related publications: [Bogárdi-Mészöly, 2007]
[Bogárdi-Mészöly et al., 2007a] [Bogárdi-Mészöly et al., 2007b]
[Bogárdi-Mészöly et al., 2008a] [Bogárdi-Mészöly et al., 2008b]
[Bogárdi-Mészöly et al., 2008c] [Bogárdi-Mészöly et al., 2008d]
[Bogárdi-Mészöly et al., 2008g] [Bogárdi-Mészöly et al., 2009a].

Since the thread pool attributes are dominant factors considering the response
time and throughput performance metrics, thus, I have modeled these performance
factors.

- I have proposed a novel algorithm to model the thread pool. I have shown
  that the proposed MVA-TP can evaluate the base queueing model.

- I have proven that the computational complexity of the novel MVA-TP is
  $\Theta(N \cdot M)$, where $N$ is the number of customers and $M$ is the number of tiers.

- I have proven that the predicted throughput sequence computed by the novel
  MVA-TP converges to $1/D_{\text{max}}$ (if $n \to \infty$, $n$ is the number of customers),
  where $D_{\text{max}}$ is the maximum value of service demands.

- I have shown that the predicted response time sequence provided by the
  novel MVA-TP converges to infinity (if $n \to \infty$, where $n$ is the number of
  customers).

- I have proven that the difference between the throughput and response time
  sequences computed by the novel MVA-TP and the original MVA converges
to zero (if $n \to \infty$, where $n$ is the number of customers).

- I have demonstrated that the proposed MVA-TP can be applied to perfor-
  mance prediction of web-based systems in ASP.NET environment. I have
  validated the novel MVA-TP and verified the correctness of the performance
  prediction with the proposed MVA-TP with performance measurements.
• I have introduced that the average absolute error of the novel MVA-TP is less than the average absolute error of the original MVA. I have examined the error histograms of the proposed MVA-TP and original MVA. The results have shown that the improved MVA-TP predicts performance metrics much more correctly than the original MVA.

Thesis III

Related publications: [Bogárdi-Mészöly and Levendovszky, 2008]
[Bogárdi-Mészöly et al., 2008f] [Bogárdi-Mészöly et al., 2008e]
[Bogárdi-Mészöly et al., 2009b] [Bogárdi-Mészöly et al., 2009c].

Since the queue limit parameters are dominant factors considering the response time and throughput performance metrics, thus, I have modeled these performance factors.

• I have provided novel models and algorithms to model the global and application queue limits. I have shown that the novel MVA-GQL can be applied as an approximation method to the proposed QM-GQL and the MVA-AQL can be used as an approximation method for the QM-AQL.

• I have proven that the computational complexity of the novel MVA-GQL and MVA-AQL is $\Theta(N \cdot M)$, where $N$ is the number of customers and $M$ is the number of tiers.

• I have shown that the predicted response time sequence provided by the novel models and algorithms converges to $RQL$ (if $n \to \infty$, $n$ is the number of customers), where the $RQL$ constant value is at $QL$ index, and $QL$ corresponds that index when $\sum_{m=1}^{M} L_m$ is greater than $GQL$ or $AQL + WT$ at the first time.

• I have proven that the predicted throughput sequence computed by the novel models and algorithms converges to $\min\{1/D_{\text{max}}, \tau_{QL}\}$ (if $n \to \infty$, $n$ is the number of customers), where $D_{\text{max}}$ is the maximum value of service demands, in addition, $\tau_{QL}$ constant value is at $QL$ index, and $QL$ corresponds that index when $\sum_{m=1}^{M} L_m$ is greater than $GQL$ or $AQL + WT$ at the first time.
I have demonstrated that the proposed models and algorithms can be applied to performance prediction of web-based systems in ASP.NET environment. I have validated the novel models and algorithms and verified the correctness of the performance prediction with the proposed models and algorithms with performance measurements.

I have introduced that the average absolute error of the novel models and algorithms is less than the average absolute error of the original base queueing model and MVA. I have examined the error histograms of the original and proposed models and algorithms. The results have shown that the novel models and algorithms predict performance metrics much more correctly than the original base queueing model and MVA.

### 8.2 Future Work

Future work includes several directions. This section summarizes the main areas of future research.

- Identifying new performance factors with the chi square test of independence or other statistical methods.
- Investigating the identified performance factors with statistical methods.
- Improving the base queueing model and the MVA evaluation algorithm with the identified performance factors.
- Modeling the identified performance factors using other performance models and evaluation techniques.
- Applying other performance prediction techniques.
- Establishing and investigating workload characterization techniques and stochastic models.

The field of performance models of web-based software systems is a constantly developing area. Hopefully, the results of this thesis will be a useful part of the performance analysis of web-based software systems.
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