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Problem statement and aims

The need of reliably solving large-scale systems of nonlinear equations often arises in the everyday practice of chemical engineering. The following difficulties can occur when performing these calculations with standard methods.

(a) It remains unknown whether the problem is indeed infeasible or just the initial points were poor if the iteration fails after several attempts due to divergence or oscillation.
(b) It is hard to prove non-trivial infeasibility of a problem. Such a proof is usually done by exploring the feasibility region with approximate models, if a theoretical methodology exists at all.
(c) Even if the iteration stops without a warning, the obtained result can be completely wrong due to the finite internal representation of floating point numbers and / or inappropriately chosen stopping criteria.
(d) Professional simulators can return one solution at a time without indicating possible existence of other solutions. As a consequence, finding multiple solutions / proving uniqueness of a solution requires making a troublesome case study. These difficulties (a)-(d) are known to occur when computing the steady states of azeotropic distillation (especially heterogeneous azeotropic distillation) and reactive distillation columns.

All of the difficulties listed above can be overcome by interval methods. The main disadvantage of the interval methods is the combinatorial explosion because these algorithms involve exhaustive search. In general, their applicability is limited to small problems (say 10 variables and equations). The goal of the research was to identify the bottlenecks and to improve the overall efficiency of the computations while preserving the generality of the interval methods.

Literature review

Design and simulation of phase equilibrium based on separation of chemical components from liquid or gas mixtures such as extraction, absorption, desorption, stripping, and distillation, constitute an important part of the everyday practice in chemical engineering. Computing the steady states of the counter-current multistage processes is equivalent to finding solutions of large scale non-linear equation systems. Although a good deal of effort has been made in constructing efficient and reliable computation techniques, and powerful
results have been achieved, the numerical problems in this field have not yet been perfectly solved. Another problem not mentioned in the previous section arises when computing heteroazeotropic distillation: the isoactivity condition is checked, which is a necessary but not sufficient condition for equilibrium. Therefore an additional phase stability analysis has to be performed in order to avoid false and trivial solutions. The phase stability analysis requires finding the global optimum of a nonconvex function but conventional techniques can only guarantee a local optimum.

The phase stability analysis can be reliably performed by interval methods. Finding the global optimum is also guaranteed by the alpha-BB, a method based on convex underestimation functions and branch-and-bound technique. The homotopy-continuation methods proved to be robust for phase stability analysis although finding the global optimum is not guaranteed. These outstanding results do not change the fact that (i) the solution to be checked for stability is difficult to find when computing steady states of multistage separation processes and (ii) it is hard to prove nontrivial infeasibility if this is the case.

Reliably computing multiple steady states of distillation columns is crucial to their design, simulation, control and operation. Professional simulators can return one solution at a time without indicating possible existence of other solutions. This implies a tiresome and unreliable case study if other possible solutions are needed to be found. The most successful methods in this area seem to be the homotopy-continuation methods. These methods usually converge and are less sensitive to the initial estimates. Multiple solutions can also be found by them. Their theoretical background is well-established and they have been integrated into professional simulation software (HYSYS®, sparse continuation solver). Numerous examples in which previously unknown multiple steady states were recognized by homotopy-continuation methods are published in the literature.

Despite the above mentioned impressive results, the homotopy-continuation methods cannot guarantee locating all solutions or would require drastically increasing computational efforts. Studies on heteroazeotropic distillation report serious numerical difficulties when applying
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these methods. Nontrivial infeasibility cannot be proved. Homotopy-continuation methods require good understanding of the methods.

Relaxation methods are also known for their robustness. Only one solution can be found with these methods at a time, necessitating a case study to find other possible solutions. These computationally expensive methods tend to be very slow near a solution.

All of the problems mentioned in the Problem statement and aims section can be overcome by the interval methods. The interval methods are reliable in the following sense:

(i) finding all solutions of general nonlinear equations in a given domain is guaranteed; finding the global optimum is guaranteed in case of optimization;
(ii) nontrivial infeasibility of the problem is verified;
(iii) the convergence is guaranteed; initial point / estimate to start the iteration is superfluous;
(iv) problems arising from the finite internal representation of the floating-point numbers (such as round-off errors, under- and overflow) are automatically handled by these methods.

Reliability of the interval methods is assured by their construction. All variables and parameters are enclosed by intervals. All real arithmetic operations and real functions are extended in such a way that the true range of the result is enclosed by the computed interval. This construction makes it possible to discard only those parts of the search space which cannot contain a solution.

Interval methods have been successfully applied to solve a wide variety of chemical engineering problems such as computation of phase stability with activity coefficient models, cubic equation-of-state (EOS) models, modeling liquid-liquid equilibrium of ionic liquid systems, calculation of critical points from cubic EOS models, location of azeotropes, parameter estimation using standard least squares and error-in-variables. Interval arithmetic can also be applied to compute validated solutions of initial value problems for ODEs, to enclose all solutions of two-point boundary value problems for ODEs, and to deterministic global optimization of nonlinear dynamic systems.

The most expensive and wearing part of the research and development is carrying out the experiments. The importance of the design of experiments is obvious. Algorithms for
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computing minimal detectable differences for general ANOVA models are known to return completely incorrect results due to the finite internal representation of floating point numbers. The user is not warned about this kind of errors that makes it a wicked problem. Interval methods are ideal to compute reliable reference values since they automatically perform error analysis, i.e. they also return an error bound of the computed result.

The use of the interval methods is limited by their computational demand, often resulting in unacceptable computational time even for small problems. This ineffectiveness of the interval methods is partly due to the so-called dependency problem: dependence between the variables and the computed values are neglected causing overestimated / loose enclosures of the ranges which in turn makes the pruning of the search space unproductive. Decomposition\(^6\) and consistency techniques\(^7\) are methods to reduce the unwanted effect of the dependency problem. Another new method to handle the dependency is the affine arithmetic, which automatically keeps track of the first-order correlation between the original variables and the computed results.

Solving nonlinear systems of equations with interval methods usually involves computing a linear enclosure of the original nonlinear system. From now on this linear enclosure is called ‘the linearized system’ for short. The solution set of the linearized system encloses the solution set of the original nonlinear system. The solution set of the linearized system is a complicated nonconvex set if the linearization is computed with the interval Newton method. In contrast, the corresponding solution set is convex if the linearization is performed with affine arithmetic. The convexity of the linear enclosure has advantages, for example linear programming is directly applicable to compute sharp bounds on each variable.

**Applied methods**

Computation of vapor-liquid equilibrium cascades were realized by simultaneously solving the MESH equations (component Material balance equations, vapor-liquid Equilibrium relationships, Summation equations, Heat balance equations) with interval methods. Liquid-liquid phase split calculations were performed by directly solving the isoactivity condition and the component balance equations.
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As discussed in the previous section, the use of the interval methods is limited by their computational demand. Affine arithmetic was chosen from the general and automatable enhancements published in the literature. Affine arithmetic was implemented in C++, following the instructions of the excellent monograph of Stolfi and Figueiredo. The more recent results of Professor Kolev were also incorporated. The affine linearization technique was compared with the widely used interval Newton method. The general purpose interval Newton method implemented in C-XSC was used for this comparison.

The equations describing the steady state of equilibrium cascades are coupled in a special way by certain variables. Linear programming was chosen in order to automatically cope with this dependence between the equations. The direct application of linear programming is enabled by affine arithmetic. The linear programming subproblems were solved with GNU GLPK written in ANSI C.

Results

Implementation of a new method for solving systems of equations

A general purpose interval method is proposed for solving nonlinear systems of equations. Key elements of the method are the linearization technique based on the hybrid affine and interval arithmetic model (pp. 75-76) and the pruning technique based on linear programming (LP pruning). Several questions about the implementation had to be answered, especially those about the efficient LP pruning. The conclusions are given at Thesis 1.

Computing equilibrium units and cascades

Two linearization techniques are compared by computing vapor-liquid equilibrium cascades and liquid-liquid phase split problems. One of the linearization techniques is the interval Newton method

\[ f(x) \in A(x-z) + f(z), \quad \forall x \in X, \]

where \( f(x) \) is the \( \mathbb{R}^n \rightarrow \mathbb{R}^n \) function to be linearized, the \( A \) coefficient matrix is an interval matrix, \( x \) is an arbitrary real vector in the interval vector \( X \), \( z \) is a fixed inner point of \( X \). This
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yields a linearized system which has a nonconvex solution set, and the dependence between the computed results is neglected.

The other linearization technique used in this study is based on affine arithmetic

\[ f(x) \in Ax + b, \quad \forall x \in X \]

where the coefficient matrix \( A \) is a real matrix in contrast with the interval Newton method, and \( b \) denotes an interval vector. Affine arithmetic automatically takes care of the dependence between the original and computed results, and the linear enclosure is convex. The outcome of the research is summarized at Thesis 2.

The equations describing the steady state of the equilibrium cascades involve a special dependence. This dependence is automatically handled during the pruning step by linear programming. The linear programming subproblems are as follows (it seems as if there were \( 2n \) of them):

\[
\min / \max x_i \quad \text{for each } i \\
\text{s.t.} \\
Ax + b = 0 \\
x \in X.
\]

The goal is to study the effectiveness of this LP pruning method for solving the MESH equations if the implementation of the LP pruning is appropriate and the affine linearization technique is used. The results are presented at Thesis 3.

Solving the MESH equations of distillation columns with interval methods has not been reported previously, most probably because of the extensive complexity and dimensionality of these problems. Efficiency of the affine linearization technique with LP pruning was examined. The computational experience is given at Thesis 4.

Recognizing multiple steady states of distillation columns is critical to their design, simulation, control and operation. In practice, the liquid flow rates are usually specified on a mass or volume basis. The transformation of the mass flow rates to molar flow rates depends on the composition profile of column and is nonlinear. This transformation can become singular causing multiplicity and instability even in the case of ideal two-product distillation. Multiplicity can still occur if the flow rates are given on a molar basis. As shown by the studied examples, this can be the case if molar boilup (which is practically proportional to the heat input to the reboiler) and the molar flow rate of the reflux are specified, and the heat
balance equations are included in the model. Applicability of the proposed nonlinear system solving method to find multiple solutions is studied; this is further discussed at Thesis 4.

**Reliable reference values for general ANOVA models**

The $F$ test statistic used in ANOVA follows non-central $F$ distribution, $F_0 = F_{nc}(v_1, v_2, \lambda)$, where $v_1$ and $v_2$ are the degrees of freedom of the nominator and the denominator, respectively, of the $F$ test statistic; $\lambda$ is the non-centrality parameter. This non-centrality parameter is related to the size of effects. The probability of Type II error $\beta$ (not detecting an effect) is

$$\beta = P[F_0 \leq F_{nc}(v_1, v_2)] = P[F_{nc}(v_1, v_2, \lambda) \leq F_{nc}(v_1, v_2)]$$

where $\alpha$ is the significance level of the test. The power calculation consists of calculating the power ($Power = 1 - \beta$) for certain of effect sizes. When it is used in the reversed way, the power is fixed (e.g. $Power = 0.9$), and the size of the effect is calculated, this is considered as effect of detectable size.

Detectable differences for a specified $\beta$ are determined by the noncentrality parameter $\lambda$ for which the cdf value of the noncentral beta distribution equals $\beta$

$$I_x(a, b, \lambda) = \beta,$$

where $x_\alpha$ is the $\alpha$ quantile of the central beta distribution with shape parameters $a = v_1/2$ and $b = v_2/2$; $\alpha$ denotes the allowed type I error probability.

The following closed formulae are utilized for the computation of the cdf of the central beta distribution

$$I_x(a, b) = x^a \left( 1 + \sum_{n=1}^{b-1} \prod_{m=1}^{n} \frac{a+m-1}{m} (1-x)^n \right),$$

and

$$I_x(a, b, \lambda) = e^{-\lambda/2} \sum_{i=0}^{b-1} \frac{((\lambda / 2)(1-x))^i}{i!} I_x(a+i, b-i)$$

for the noncentral beta distribution. The shape parameter $b$ must be integer. It is interesting to note that the evaluation of the above expressions is possible in finite steps, requiring only the four arithmetic operations, the power function, and the exponential function.
Rigorous enclosures of $\lambda$ are computed with interval Newton method using automatic differentiation. The interval Newton method is able to bound all zeros of a continuously differentiable function in a given interval (initial interval) with mathematical certainty. Thesis 5 is about the applicability of the above formulae together with the interval Newton method for computing reliable reference values.

**Theses**

**Thesis 1.** A new general-purpose nonlinear system solving method has been proposed [1, 2, 5, 6, 7, 8] based on affine arithmetic and linear programming. The implementation is written in C++ programming language. The proposed method (a) do not require an initial point to start the iteration, (b) the convergence is guaranteed, (c) is able to prove infeasibility, (d) is able to find multiple solutions. The method is fairly general, and is applicable to a wide variety of engineering problems.

**Thesis 2.** Vapor-liquid equilibrium cascades and liquid-liquid phase split problems are solved with the affine linearization technique and with the general-purpose interval Newton method. In the studied cases, the affine linearization, compared to the interval Newton method, proved to be an order of magnitude faster on the simpler problems and orders of magnitude faster on the more complicated problems [2, 5, 6, 7, 8].

**Thesis 3.** Steady state of the vapor-liquid equilibrium cascades are computed using the pruning technique based on linear programming. This pruning technique is efficient and can be recommended to compute cascades if the implementation is appropriate [2, 5, 6, 7, 8]. To the authors’ best knowledge, computation of equilibrium cascades with interval methods has not yet been considered in the literature.

**Thesis 4.** The MESH equations of an extractive distillation column are successfully solved with the proposed method in acceptable computation time [1, 5, 6, 7]. The convergence is guaranteed, initial estimation of the column profile is not needed. If no solution exists than this information is provided by the solver as a result. It is possible to give (redundant) interval specifications. To the authors’ best knowledge, computation of distillation columns with interval methods has not yet been considered in the literature.

Reliably computing multiple steady states of distillation columns is crucial to their design, simulation, control and operation. Even ideal two-product distillation columns can have multiple steady states (output multiplicity). The proposed method finds all of them in one run, without any user intervention [5, 6, 7].
Thesis 5. Numerical difficulties associated with the determination of minimal detectable differences in general ANOVA designs raise the overriding importance of correct values with guaranteed accuracy. A new and easy-to-implement self-verifying algorithm is presented for the computation of intervals containing the true values with mathematical rigor, if the degree of freedom of the denominator of the $F$ test statistic is even. The proposed algorithm makes it possible to systematically test the accuracy of existing scalar algorithms in an automated manner. Numerical examples are presented [3, 4, 9, 10, 11].

Possible applications

The proposed method for solving systems of nonlinear equations is fairly general and is applicable to a wide range of engineering / scientific problems. Hooking the solver to a modeling environment would make its use much easier, especially for those who are not familiar with C++ programming and / or interval methods.

Computing vapor-liquid-liquid equilibrium (VLLE) cascades is drastically more difficult than computing vapor-liquid equilibrium cascades. Applying interval methods in this area is an ongoing international research. This work may also result in a better understanding of the different linearization techniques, i.e. which technique is better in what scenario.

Thesis 5 demonstrates that the accuracy of different floating-point algorithms cannot be judged by comparing their returned values to other unreliable ones. The easy implementation of the proposed method makes it an excellent tool for computing reliable reference values and as a consequence for testing other algorithms.
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