We generalize the spectral sum rule preserving density matrix numerical renormalization group method (DM-NRG) in such a way, that it can make use of an arbitrary number of local, compact Lie group symmetries of a quantum impurity model. As one of its applications, we study the Green’s functions of the highest-weight fields in the spin-half two-channel Kondo (2CK) model. We use a conformal field theory based scaling approach to predict the analytic properties of the various Green’s functions in the vicinity of the 2CK fixed point and confirm these predictions by DM-NRG calculations. We also calculate the zero temperature, frequency-dependent linear conductance of the double quantum dot device that has recently been built to justify the existence of the 2CK states.
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1 Introduction

We study strongly correlated electron systems due to their central importance in condensed matter physics. These systems involve a large number of degrees of freedom that interact in complicated ways. It is extremely challenging to resolve their properties since descriptions based on single-particle pictures and non-interacting models are usually inadequate. Prominent examples of strongly correlated electron systems are high-temperature superconductors \[1,2\], heavy fermion materials \[3,4\] and electrons in fractional quantum Hall states \[5\].

Even under such complicated circumstances sometimes it is possible to identify the relevant parameters that describe the physics at a certain length scale and relate them through so-called scaling laws. These laws cover e.g. the power-law dependence of thermodynamic quantities on the distance from a critical point, and help understand robust, universal features of experimental data observed under varying circumstances. Markedly different models may also display similar universal features that are insensitive to the microscopic details of the interactions and depend only on the number of dimensions, on the model symmetries, etc.

Scaling laws can be derived using Renormalization Group (RG) methods. RG methods are techniques to calculate averages over configurations of many degrees of freedom in cases when characteristic length scales are not important in the problem. Such situations arise e.g. at continuous phase transitions or in certain field theories \[6\]. A common feature of all RG methods is that they transform the model parameters, while keeping the physical properties fixed at a certain length scale. Successive transformations define a trajectory in the parameter space. The existence of fixed points of the RG transformations and the near fixed point behavior is used to explain the universality observed under differing conditions.

At continuous phase transitions, fluctuations appear on every length scale, i.e. the maximal wavelength of fluctuations, the so-called correlation length becomes infinite. Such phase transition occurs e.g. at the liquid-vapor critical point \[\text{L-V}\]. Here, critical opalescence can be inspected as an accompanying phenomenon. It is due to the fact that at the critical point fluctuations can be found in the state of the system between the two phases on every length scale, and so on the wavelength of light as well. These fluctuations and a difference between the refraction indices of the two phases lead to the scattering of light. Long or short wavelength fluctuations do not play special role at these transitions, rather fluctuations at all wavelengths contribute to the critical phenomena.

The lack of characteristic energy scale is also encountered in quantum field theories at the evaluation of Feynman diagrams when integrating over intermediate states. In many cases, integrals of the \(\int \frac{dE}{E}\) kind appear, where all orders of magnitude range of energies contribute the same, finite amount to the integral.

In 1949 Dyson showed that quantum electrodynamics (QED) is renormalizable, i.e. UV divergences can be eliminated from the diagrammatic expansion of almost every, so called physical
quantities in all orders of perturbation theory. This has been accomplished by the introduction of the concepts of bare and renormalized electron charge and mass, and electron and photon field strengths in addition to using a regularization scheme to render divergent loop integrals finite. A field theory is called renormalizable if there are only a finite number of physical quantities that diverge when removing the regularization. The bare parameters of a theory are the couplings of the original Lagrangian. Renormalized parameters are observable quantities, like the electron mass measured at a chosen length or energy scale. The predictions of the theory need to be independent of the choice of this length scale called the normalization point or the renormalization condition. In other words, bare Green’s functions must remain the same functions of the bare couplings and the cutoff for any choice. As the bare and the renormalized Green’s functions are the same up to some renormalized field strength factors, certain relations, called the Callan–Symanzik equations, can be derived for the renormalized Green’s functions. These equations have many implications. One of them is that interactions can generate scales and cause the fields to acquire new dimensions even though a bare Lagrangian could have been scale invariant (i.e. containing only dimensionless couplings).

Special invariance properties of certain field theories were recognized already in 1953 by Stueckelberg and Petermann. One of the early forms of perturbative RG methods has been applied to QED. It relies on its renormalizability and corresponds to summing up the leading logarithmic terms, \( \propto \log n (E/\mu) \) that appear in all orders, \( n \) of the renormalized perturbation theory, (with \( E \) the energy characteristic of the process and \( \mu \) the normalization point where the values of the renormalized couplings are known). This method leads to renormalization group equations which determine the change in the renormalized coupling constant due to a small change in the chosen normalization point, \( \mu \).

This perturbative form of RG applies only to models which can be treated by means of diagrammatic expansion, where only a few diagrams are important, like in QED. In this formulation, suited for weak coupling, the contribution of fluctuations coming from all length scales and their coupling cannot be fully appreciated.

In the sixties Kadanoff worked out the scaling theory of critical phenomena (see also Refs. [16, 17, 18]). He realized that grouping together degrees of freedom at the critical point induces transformations on the Hamiltonian and on the statistical ensemble, but it does not change the overall physical picture on larger length scales. Successive applications of the transformation eventually probe the large distance/low energy properties of the system. Kadanoff derived scaling equations for correlation functions through the application of block spin transformations. His method works for lattice models defined in real-space in contrast to momentum space approaches that are used in general in the field theoretical formulation of RG.

It is difficult to carry out exact RG transformations, as e.g. block spin transformations in two dimensions, nevertheless there are a few approximation schemes like the \( \epsilon \)-expansion. It is also a perturbative form of RG for critical phenomena and can be solved in dimension \( d = 4 - \epsilon \) with \( \epsilon \) small.

In low-dimensions, the study of strongly correlated systems is aided by other powerful approaches like integrability or conformal field theory besides RG methods.

In this dissertation RG methods are used to deal with special types of low-dimensional systems showing strong correlations, called quantum impurity models. Such models describe interactions between local degrees of freedom – like a spin – and a continuum of extended states – as e.g.

\[ For a discussion see e.g. Ref. [17]. \]
a conduction electron band. Their prototypes are the Anderson and the Kondo models. These models account for several experimental findings like the resistance minimum and power law-like behavior observed in non-magnetic metals in the presence of magnetic impurities. More recent experiments exploring Kondo physics take place in mesoscopic systems with reduced dimensionality such as thin films and wires of dilute magnetic alloys, metallic point contacts, nanoscopic electronic devices like quantum dots, etc.

We mainly focus on the spin-half two-channel Kondo (2CK) model which is the simplest variant of overscreened multi-channel Kondo models that exhibit non-Fermi liquid properties. These properties cannot be described in terms of weakly interacting quasiparticles. Non-Fermi liquid phenomena have been observed in a number of strongly correlated systems, e.g. in heavy fermion materials \cite{21, 22, 3, 4}. Examples for concentrated heavy fermion compounds are UBe$_{13}$ and CeCu$_2$Si$_2$. In these systems magnetic impurities, such as f-shell local moments of rare-earth or actinide ions are immersed in a conducting host. Non-Fermi liquid quantum impurity models are expected to be relevant in their description. Another type of systems where NFL physics can be observed are single electron devices. Recently a double dot system has been designed and built to justify the feasibility of the two-channel Kondo state \cite{23}.

Further motivation for the investigation of quantum impurity models is that it is the starting point to understand more complex, strongly correlated systems in the framework of Dynamical Mean Field Theory (DMFT) \cite{24}. DMFT is a tool for the investigation of lattice models like the Hubbard or the Kondo lattice models. It is able to handle strong electron correlations as it was demonstrated e.g. through various three-dimensional materials displaying Mott-transition.

The solution of quantum impurity models for low-energies was a major issue in theoretical condensed matter research and led to the development of various non-perturbative techniques. One of them is the Numerical Renormalization Group (NRG) method developed by Wilson around 1975. NRG not only solves the strong coupling limit of these models but it also accounts for the weak coupling and the crossover regions. It is still possibly the most reliable and versatile method for studying quantum impurity models, and its influence over the development of other methods is significant.

In this dissertation we present some results of our research carried out in the past four years. It is accompanied by an extensive introduction to NRG in Chapter 2 and a brief overview of the low-temperature transport properties of single electron devices in Chapter 4.

Our first research project, discussed in Chapter 3, was motivated mainly by the ever increasing interest in understanding the characteristics of nanoscopic electronic devices that can be described by quantum impurity models. As a natural extension contributed to recent efforts improving the accuracy of the NRG calculations, we have generalized the spectral sum rule preserving density matrix numerical renormalization group (DM-NRG) method in such a way that it can make use of an arbitrary number of local compact Lie group symmetries that a quantum impurity system may possess.

Based on the above, we have developed a flexible DM-NRG code \cite{25, 26} that can easily be adapted to the problem of interest and could make use of an arbitrary number of compact Lie group symmetries. We demonstrated that the use of non-Abelian symmetries is advantageous for reliability and performance reasons.

As one of the applications of our code, in Chapter 4, we study the Green's functions of the

\footnote{For further details on non-Fermi liquid physics and single electron devices see Section 1.1 and Section 1.2 respectively.}
highest-weight fields in the electron-hole symmetrical spin-half two-channel Kondo (2CK) model. Even though this model became paradigm for describing non-Fermi liquid physics, so far little has been published about its dynamical properties. Up to this date, these properties can be reliably computed for the whole frequency range only with NRG. Nevertheless, in the vicinity of the 2CK fixed point a conformal field theory based scaling approach can be used to predict the analytic properties of the various Green’s functions. We confirmed all of our predictions by DM-NRG calculations.

This dissertation is organized as follows:

Chapter 2 is an introductory chapter that does not contain any new results. In this chapter we introduce the Kondo and Anderson models and talk about the Kondo problem. After a brief discussion on scaling, we give a detailed analysis of the numerical renormalization group. It means that this part involves all the formulas that are necessary to understand NRG and to write an NRG code. We have added this summary for clarifying the values of all the constants appearing in the calculations and to be able to use it as source of reference.

In Chapter 3 it is shown how symmetries appear in the NRG calculations and also present the density matrix numerical renormalization group method from the point of view of symmetries. This part contains the following new results: the generalization of the recursive steps in NRG for an arbitrary number of local compact Lie group symmetries of a quantum impurity system, and the generalization of the density matrix numerical renormalization group method for the case of non-Abelian symmetries. The importance of symmetries is demonstrated through calculations for the two-channel Kondo model.

Chapter 4 is devoted mainly to the study of the two-channel Kondo (2CK) model. First we analyze its importance in the description of non-Fermi liquid phenomena. Then we make a short detour to discuss the low energy transport properties of single electron devices, and in particular the observation of the one- and two-channel Kondo effects in quantum dot systems. Afterwards we present a detailed analysis about the dynamical properties of the 2CK model. This part contains the following new results: Using conformal field theoretical methods we have classified the boundary highest-weight fields of the electron-hole symmetrical 2CK model at the 2CK fixed point, just as the relevant and leading irrelevant perturbations to the fixed point Hamiltonian according to the symmetry group $SU_{C1}(2) \times SU_{C2}(2) \times SU_S(2)$. Here $C1$, $C2$ are referring to the charge (or flavor) symmetries in the two channels, whereas $SU_S(2)$ denotes the spin SU(2) symmetry of the system. Such classification has already been carried out but with using a different symmetry group [27]. As it is demonstrated in Chapter 3 the choice of the symmetry group is crucial in the DM-NRG calculations.

Based on simple scaling arguments and conformal field theoretical considerations the highest-weight field can be expanded in terms of the operators of the free theory. Moreover the analytic properties of the universal scaling curves can be determined in the asymptotic regions. In all cases, our DM-NRG calculations reinforced our analytic expectations for the universal scaling curves. We have computed the universal scaling curves connecting the 2CK scaling regimes and the channel anisotropy or magnetic field induced Fermi liquid scaling regimes. We have found that the boundaries of the various 2CK scaling regimes depend not only on the type of the perturbation but also on the operator investigated. In small magnetic field, a universal resonance has been observed in the local fermion’s spectral function. The dominant superconducting instability was found in the composite superconducting channel, just as it was anticipated in Ref. [25]. This latter observation could be relevant for multi-impurity heavy fermion systems.
In this chapter we also study the zero temperature, finite frequency transport properties of the double quantum dot device that has recently been built to justify the feasibility of the 2CK states.

In Chapter 5 the dissertation is concluded by presenting the thesis points.

Four appendices are attached to this thesis:

Appendix A contains the definition of the retarded Green’s function and related notions.

In Appendix B we discuss how to deal with energy-dependent density of states in the NRG calculations.

In Appendix C we show how to initialize the one-channel Kondo model for the NRG calculations using the group $\text{SU}_S(2) \times \text{SU}_C(2)$, with $S$ and $C$ referring to spin and charge, respectively.

In Appendix D using group theoretical tools, we prove that the reduced density matrix is diagonal in the representation indices in case when the local symmetries of the quantum impurity model are direct products of SU(2) groups.

The new results of my research are presented in Sections 3.1.3, 3.2.2, 3.2.3, 3.3, 4.3.1–4.3.7 and in Appendix D.
1 Introduction
In this chapter we give an introduction to two notions which are closely linked and most frequently referred to in this thesis. The two main concepts are (a) scaling and (b) Numerical Renormalization Group (NRG). This chapter does not contain any new results. It is organized as follows. In Section 2.1 we describe the 1-Channel Kondo (1CK) problem which motivated the development of NRG [30], and introduce 1CK Hamiltonian. In Section 2.2 we do the same for the Anderson model and discuss some link between these two models. Section 2.3 offers a brief introduction into the poor man’s scaling approach as applied to the Kondo model. In Sec. 2.4 succeeds a detailed description of NRG. We show how the Anderson and the 1CK Hamiltonians are mapped onto the so-called Wilson chain to make them amenable to an NRG analysis.

2.1 The one-channel Kondo problem

Originally the one-channel Kondo problem was concerned with the influence of magnetic impurities in a non-magnetic metal, and in particular with the low-temperature behavior of such systems. These questions are interesting since, as was found experimentally, even small impurity concentrations can have substantial impact on the low-energy system properties. Such impacts include a minimum followed by an anomalous increase in the resistance with decreasing temperature. This phenomenon was revealed already in 1934 in measurements on Au samples [31] but its origin had remained obscure for 30 years. It could not have been attributed either to the scattering of electrons on each other, or on phonons, or even to their potential scattering on structureless impurities. Such possibilities have been ruled out as these processes imply a resistance that increases monotonously with the temperature. Among others, susceptibility measurements made the localized moments suspicious as the cause, and the first explanation came from Kondo [32]. He calculated the scattering probability of the conduction electrons up to second order in perturbation theory using the s-d interaction, also called the one-channel Kondo model, assuming a weak, antiferromagnetic exchange coupling, \( J > 0 \) between an impurity spin, \( \vec{S} \) localized at \( \vec{r} = 0 \) and the conduction electron spin density at the place of the impurity

\[
H_{1CK} = J \vec{S} \sum_{\mu} \sum_{\nu} \bar{\sigma}_{\mu\nu} \Psi_{\mu}(0) \Psi_{\nu}(0),
\]

with \( \mu, \nu \) the spin indices and \( \bar{\sigma} \) denoting the Pauli matrices. The \( \Psi_{\mu}(\vec{r}) \)'s are electron fields obeying anticommutation relations

\[
\left\{ \Psi_{\mu}(\vec{r}), \Psi_{\nu}(\vec{r}') \right\} = \delta(\vec{r} - \vec{r}') \delta_{\mu, \nu}.
\]
Kondo’s calculations agreed with the experimental findings on the logarithmic temperature dependence of the resistivity and on the impurity concentration dependence of the resistance minimum. To extract one-channel Kondo behavior small impurity concentration is needed (around or less than 0.01\% of impurity atoms). Examples for experimentally well-studied bulk dilute magnetic alloys are Cr/Mn/Fe in Cu, Vn in Au, Ce in LaAl\textsubscript{2} or in LaB\textsubscript{6}.

Lately the focus of studies has shifted towards mesoscopic systems of reduced dimensionality, as the following examples show. The emergence of Kondo physics has been investigated in the context of thin films and wires of dilute magnetic alloys \[33, 34, 35, 36, 37, 38, 39, 40, 41\]. It has also been used to explain the scanning tunneling microscope spectra of single impurities absorbed onto different metallic surfaces (see e.g. \[42, 43, 44, 45, 46\]), just as the zero-bias anomaly in metallic point contacts \[47, 48, 49\], and the behavior of the dephasing time of electrons at low-temperatures (for references see e.g. \[50\]). Kondo physics has also been observed in quantum dots, which are nanoscopic devices that permit the controlled study of various strongly correlated phenomena via transport measurement. This latter topic is discussed in more detail in Chapter 4.

Beyond the above, in the Kondo model an excellent breeding ground has been found for many concepts of physics. In this thesis we mainly concentrate on scaling and renormalization.

At low-temperatures there are strong effects because of the presence of a spinful impurity. Due to them some decades ago it used to be a great theoretical challenge to predict the system properties. Although the coupling $J$ is weak, yet perturbation theory cannot be pursued at low temperatures since in each order $n$ of the perturbation theory terms of the form $\propto \log^n(D_F/k_B T)$ (with $D_F$ the conduction electron bandwidth) appear in the diagrammatic expansion. The value of the effective coupling, which characterizes the given energy (or temperature) scale, can be obtained by summing up the leading logarithmic terms in all orders of perturbation theory. This effective, energy dependent coupling is called the running coupling constant.

### 2.2 The Anderson model

The Anderson model was introduced in 1961 \[51, 52\] to investigate the conditions needed for the appearance of localized magnetic moments in metals, but lately its relevance has also been recognized in the description of transport through quantum dots (see Chapter 4) and in the context of dynamical mean field theory \[53\].

We start with the following form of the three-dimensional, single-impurity Anderson Hamiltonian

$$\mathcal{H}_A = \mathcal{H}_A^{kin} + \mathcal{H}_A^d + \mathcal{H}_A^t,$$  \hspace{1cm} (2.3)

with

$$\mathcal{H}_A^{kin} = \sum_{\bar{k}} \epsilon(\bar{k}) \ c_{\mu}^\dagger(\bar{k}) \ c_{\mu}(\bar{k}),$$  \hspace{1cm} (2.4)

$$\mathcal{H}_A^d = \epsilon_d \ d^\dagger_{\mu} d_{\mu} + U \ d^\dagger_{\uparrow} d_{\downarrow} \ d^\dagger_{\downarrow} d_{\uparrow},$$  \hspace{1cm} (2.5)

$$\mathcal{H}_A^t = \sum_{\bar{k}} \left( t(\bar{k}) \ c_{\mu}^\dagger(\bar{k}) \ d_{\mu} + h.c. \right),$$  \hspace{1cm} (2.6)
2.3 Poor man’s scaling approach

where $H_A^{kin}$ is the conduction electron kinetic energy with the dispersion $\epsilon(\vec{k}) \equiv E(\vec{k}) - \epsilon_F$ measured from the Fermi level $\epsilon_F$, and $c^{\dagger}_{\mu}(\vec{k})$ creates a spin-$\mu$ conduction electron with a wavefunction $\propto \exp(i\vec{k}\cdot\vec{r})$. Eq. (2.3) is the impurity part with $\epsilon_d$ the energy of the localized level also measured from the Fermi level $\epsilon_F$, and $c^{\dagger}_{\mu}(\vec{k})$ creates a spin-$\mu$ conduction electron with a wavefunction $\propto \exp(i\vec{k}\cdot\vec{r})$. Eq. (2.5) is the impurity part with $\epsilon_d$ the energy of the localized level also measured from the Fermi level $\epsilon_F$, and $c^{\dagger}_{\mu}(\vec{k})$ creates a spin-$\mu$ conduction electron with a wavefunction $\propto \exp(i\vec{k}\cdot\vec{r})$. The localized level can be occupied by localized electrons with two kinds of spin orientation created by $d^{\dagger}_{\mu}$, whereas the second term describes the Coulomb repulsion between $d$-level electrons. The $d$-level and the free electrons are coupled through a hopping term with the amplitude $t(\vec{k})$, as it is expressed by the tunneling part $H_A^t$. Repeated spin indices ($\mu$) are to be summed over $\{\uparrow, \downarrow\}$. The conduction electron operators are normalized to anticommute in such a way that

$$\left\{ c^{\dagger}_{\mu}(\vec{k}), c_{\nu}(\vec{k}') \right\} = \delta_{\mu,\nu} \delta_{\vec{k},\vec{k}'} , \quad \text{(2.7)}$$

whereas

$$\left\{ d^{\dagger}, d \right\} = 1 , \quad \text{(2.8)}$$

and the localized and conduction electron states are assumed to be orthogonal to each other.

Based on the average $d$-level occupancy, $\langle n_d \rangle \equiv \langle d^{\dagger}_{\mu} d_{\mu} \rangle$, we can distinguish four different types of parameter regimes [29]. The local moment regime, also called the Kondo regime, is characterized by $\langle n_d \rangle = 1$ and by the relations

$$E_d \ll \epsilon_F \ll E_d + U , \quad \Delta \ll |\epsilon_d| , |\epsilon_d + U| , \quad \text{(2.9)}$$

where $\Delta(\epsilon) \equiv \pi \sum_{\vec{k}} |t(\vec{k})|^2 \delta(\epsilon - \epsilon(\vec{k}))$ is the hybridization parameter, that describes the $d$-level broadening due to the tunneling between the $d$-level and the conduction electrons. This regime can be described by an effective Kondo model and additional potential scattering [54, 55].

Another magnetic regime is called intermediate valence regime. It occurs when $E_d$ or $E_d + U$ get within a distance of $\approx \Delta$ from the Fermi level, $\epsilon_F$. Then the charge fluctuations within the $d$-level become important, and $\langle n_d \rangle$ is no longer 1 but neither 0 nor 2.

Thus the above conditions imply the occurrence of a localized magnetic moment, that Anderson was looking for using the Hartree–Fock approximation [51].

There are two non-magnetic regimes as well, the doubly occupied and the empty orbital regimes with $\langle n_d \rangle = 2$ and 0, respectively, occurring when $E_d + U$ is far below the Fermi level or $E_d$ is far above it.

The different regimes have first been looked into in detail in Ref. [56] using the numerical renormalization group (see Sec. 2.4).

2.3 Poor man’s scaling approach

The poor man’s scaling approach was introduced in 1970 by Anderson [57, 29] to derive the low-energy properties of the Kondo model. The idea of this method is that these properties are not affected if we reduce the conduction electron bandwidth, $D_F \rightarrow D \equiv D_F - \Delta D$ in small steps, $\Delta D$, and the effect of scattering into the high-energy excited states, that is into states near the band edges in the ranges $[\epsilon_F + D, \epsilon_F + D_F]$ and $[\epsilon_F - D, \epsilon_F - D_F]$, is taken into
account in the renormalization of the exchange coupling, $J$. Considering only second order scattering processes, this redefinition of the exchange coupling leads to the scaling equation

$$\frac{dJ(D)}{d\log(D)} = -2\rho J^2(D),$$

with $\rho$ the conduction electron density of states assumed to be constant (see Eq. (2.30)). This equation can be integrated to yield

$$J(D) = \frac{J(D_F)}{1 + 2\rho J(D_F) \log(D/D_F)},$$

The form of $J(D)$ suggests that below a certain energy scale this perturbative description looses its validity as $J(D)$ becomes infinitely strong. The point, where the divergence sets in, is called the Kondo temperature, $T_K$. Up to second order in $J$, it is approximated by

$$k_B T_K = D_F \exp\left\{-\frac{1}{2\rho J(D_F)}\right\}.$$

The relevant energy scale is the temperature, $k_B T$ and the perturbative scaling approach works down to energies $D \approx \max(k_B T, k_B T_K)$. Eq. (2.10) describes trajectories on the $(D, J)$ plane. For $\rho J \ll 1$ each trajectory is characterized by a single parameter, $T_K$ which is thus scaling invariant. Points of the trajectories correspond to different systems that have a universal low-energy behavior in common.

The same approach has also been applied to the Anderson model [58], which is a more complicated problem in that it involves the renormalization of more model parameters. As it is based on a weak coupling expansion, the poor man’s scaling approach is successful only in energy domains higher than $k_B T_K$, but not suited for treating the strong coupling limit. Its significance lies in that the same scaling ideas combined with a non-perturbative approach led to solution of the Anderson and Kondo models in the strong coupling limit, as we will shortly see it in Section 2.4.

### 2.4 Numerical renormalization group

The numerical renormalization group is a non-perturbative RG technique, applicable to quantum impurity models and carried out numerically. It was devised by Wilson in the seventies [30] to overcome the shortcomings of analytic scaling approaches [59, 60, 57] that brake down once the amplitude of a relevant interaction becomes so large that it can no longer be treated perturbatively. These approaches are not good enough to solve the Kondo model in all the strong-, weak-coupling and crossover regimes simultaneously. Wilson’s NRG was not only the first to describe all these regions, but up to this date it remained possibly the most reliable and versatile quantum impurity solver. There are many alternatives to NRG, like the Bethe ansatz [61, 62, 63, 64], boundary conformal field theory [27, 65], Abelian bosonization [28], the Yuval–Anderson [66, 67, 68], and the poor man’s scaling approach [57], perturbative calculations [69, 69, 60], the Fermi liquid theory [70], the non-crossing approximation [71, 72] or other large-$N$ expansions [73], to name some of the most prominent ones. Apart from being very useful as these methods approach the problem from an analytic angle and contribute considerably to the understanding of quantum impurity physics, yet every method other than NRG has a narrower
domain of applicability, i.e. can be applied only to a subrange of models, or to restricted regions in parameter space, or it is appropriate only for the calculation of certain properties.

Next we outline how NRG works so that it is possible to appreciate better the achievements listed afterwards. A detailed analysis of NRG is presented in the next subsections.}

To make a model amenable to NRG, first it is mapped into one dimension (1D) in energy space. Then, by choosing a discretization parameter $\Lambda > 1$, comes the logarithmic division of the conduction band into slimmer and slimmer intervals around the Fermi level: $\pm D_F \left[ \Lambda^{-(n+1)}, \Lambda^{-n} \right]$ (with $D_F$ the conduction bandwidth and $n \in \mathbb{Z}^+$). To replace the continuum of electron states by a discrete set with countably infinitely many states, in each interval a new electron operator basis is introduced by means of a Fourier series expansion. This expansion is the reason for calling this part of the procedure “(logarithmic) discretization”. Those electron states, that do not couple directly to the impurity, are neglected. These are the states, which are far from the impurity in position space and from the Fermi surface in momentum space. A unitary transformation takes the remaining degrees of freedom into a basis where the conduction electron kinetic energy assumes a hopping form with exponentially decreasing hopping amplitudes between adjacent sites along a 1D chain, the so-called Wilson chain. This situation is depicted in Fig. 2.1, where the possibility of having more chains, each corresponding to different types of electrons, is also included. The chains couple only through the impurity, and are distinguished by the index $\alpha$.—Recently there have been attempts to study impurities in a bosonic bath by applying NRG to Hamiltonians which are not of hopping form, that is omitting the last step of the transformations. This goes under the name of star-NRG [74, 75].—On the Wilson chain the impurity interacts only with the zeroth electron states sitting at only the zeroth site of the chain. This state is the possible most localized state at the impurity while still being in the conduction band. The subsequent states, corresponding to subsequent spherical layers surrounding the impurity, increase in width and consequently their momentum spread decreases.

The first step of the NRG procedure is solving the part of the hopping Hamiltonian which contains only the impurity and its coupling to the zeroth site. Each consecutive step consists in taking into account the coupling to electrons one site further away from the impurity. Due to
the exponentially decaying hopping amplitudes, by diagonalizing the subsequent Hamiltonians we can resolve the system properties at ever decreasing energy scales as new sites are considered. The knowledge of the energy spectrum and the eigenstates makes it possible to calculate thermodynamic properties \[30\], and, as it has become clear only later than the first applications of NRG, it can also be used to compute dynamical quantities \[76, 77, 53, 78, 79, 80\]. Such a quantity is e.g. the Laplace transform of the retarded Green’s function, defined by

\[
G_{A,B}^R(z) = \int_{-\infty}^{\infty} G_{A,B}^R(t) e^{izt} dt \equiv -\frac{i}{\hbar} \int_0^\infty \text{Tr} \left\{ \hat{\rho} \left[ \hat{A}(t), \hat{B}(0) \right] \right\} e^{izt} dt, \quad (2.13)
\]

where \( [\hat{A},\hat{B}]_\xi = \hat{A}\hat{B} - \xi \hat{B}\hat{A} \) with \( \xi = \pm 1 \) for bosonic/fermionic operators and \( \hat{\rho} \) the equilibrium density matrix. (Further explanation about the spectral and Green’s functions is inserted in Appendix A.) In NRG \( G_{A,B}^R(z) \) can be computed for local operators. Local means that they act only at the impurity or nearby sites. A detailed discussion of how to calculate \( G_{A,B}^R(z) \), i.e what the natural basis is for the evaluation of the trace and what approximations are involved, is presented in Chapter 3 and in particular in Subsection 3.2.3.

The Hilbert space grows exponentially with the inclusion of extra sites by a factor of \( d \) at each step (with \( d \) the dimension of the local Hilbert space at the added site). This growth poses a problem in the numerical calculations. Due to this at each step, a part of the high-energy states are discarded. This truncation, just as the omission of certain states and thus certain terms from the Hamiltonian introduce systematic errors into the calculations. Remarkable improvements dated from the nineties to enhance the precision of NRG calculations, are the interleaving or \( z \)-averaging, which is an improved discretization scheme \[81, 82\]; and the self-energy trick for the calculation of Green’s functions \[83\]. An alternative discretization with the use of an overcomplete basis has been proposed recently \[84\]. Its application can be advantageous for models with more than one impurity. Another very recent proposal to achieve better resolution at high-energies is described in \[85\].

Recent important conceptual advances in the field of calculating dynamical quantities are the Density Matrix-NRG (DM-NRG) algorithm \[86\] and the use of a complete basis on the Wilson chain \[87\]. This latter concept was originally introduced to study time-dependence, and it was found out only recently that by using it in combination with the reduced density matrix, very precise, spectral sum rule preserving spectral functions can be computed \[88, 89, 102\]. Further innovations were the incorporation of non-Abelian symmetries into DM-NRG \[90, 91\], which is the subject of Chapter 3, and the scattering state NRG formalism for the study of finite-bias steady-state situations \[100\].

The scope of NRG includes an exceptionally wide range of models. Originally it has been applied to the 1-Channel spin-half Kondo (1CK) model \[30\], but soon it was extended to deal with the one-channel spin-half Anderson model \[56\]. Furthermore it was used to study the superposition of potential scattering and the 1CK model \[92, 93, 91\], the spin-one and spin-3/2 Kondo models \[94, 97\], e.g. for finding the right spin model for Fe impurities in Au and Ag. Applications include the 2-Channel spin-half Kondo (2CK) model \[90, 111, 110, 111, 91\], as well as the two-impurity Kondo \[106, 107, 126\] and the two-impurity Anderson models \[125, 127\], that are basic patterns for describing non-Fermi liquid (NFL) physics (see Chapter 4). Even clusters of three-impurities have been considered \[128, 129\]. The domain of NRG now also covers impurities coupled to a local phonon mode, such as the Anderson–Holstein model \[130, 131, 132, 133\], impurities in bosonic baths \[74, 75\], such as the spin-boson model, and the Bose–Fermi Kondo
model with coupling both to a fermionic conduction band and to a dissipative bosonic bath \[134, 135\].

In the past ten years NRG became increasingly popular for with the development of nanotechnology it has got feasible to create tunable mesoscopic devices which made a way to the thorough examination of strongly correlated phenomena. Such devices are quantum dots in various setups coupled to normal, superconducting, spin-polarized, etc. leads which can be described by quantum impurity models. Several NRG calculations of transport through quantum dots have appeared \[136, 137, 140\] (for more references see e.g. \[138, 117\]). Further details on this topic can be found in Sec. 4.2.

Lately the application of NRG in the framework of Dynamical Mean-Field Theory (DMFT) [24] has turned into an active field of research. DMFT is a tool for the investigation of lattice models like the Hubbard or the Kondo lattice models. These models are interesting in as much as they can provide a clue e.g. to the understanding of high-$T_c$ superconductivity \[1, 2\], or explain the behavior of heavy fermion compounds \[4, 3\]. DMFT maps the lattice model onto an effective impurity model which is then to be solved self-consistently. For its flexibility and high resolution at low-energies, NRG is becoming more and more popular as the impurity solver in DMFT studies \[120, 121, 24, 122, 123, 139, 85\]. Another exciting new direction is the cluster dynamical mean-field theory (CDMFT) \[141\] that maps the lattice model onto a cluster of impurities. CDMFT outgrew from the need to resolve not only temporal but also spatial correlations in lattice models, a possibility which is ruled out in DMFT. CDMFT combined with NRG is a promising candidate for providing better resolution than present CDMFT studies that use e.g. exact diagonalization \[142, 143\] for solving the periodic two-impurity Anderson model. This is one of the simplest models that can capture the competition between the Kondo screening of the localized moments by conduction electrons and their ordering due to the so-called Ruderman–Kittel–Kasuya–Yoshida interaction, and thus might give insight into the properties of Kondo lattice models and possibly to heavy fermion physics.

### 2.4.1 Reduction from 3D to 1D for the Anderson model

This part contains the derivation that leads from the three-dimensional (3D) Anderson impurity Hamiltonian defined in discrete $\vec{k}$-space to a one-dimensional (1D) form in continuous energy space. This 1D form is the starting point of the next two Subsections, \[2.4.2\] and \[2.4.3\], where via approximations and unitary transformations we obtain the Hamiltonian which appears in the NRG calculations. The derivation presented is largely built on Ref. \[56\].

Eq. \[2.3\] is equivalent to the form

\[
H_A = -\frac{U}{2} + \sum_{\vec{k}} \epsilon(\vec{k}) \: c_{\mu}^\dagger(\vec{k}) \: c_\mu(\vec{k}) + \left( \epsilon_d + \frac{U}{2} \right) \: d_{\mu}^\dagger d_\mu + \frac{U}{2} \left( d_{\mu}^\dagger d_\mu - 1 \right)^2
\]

\[+ \sum_{\vec{k}} \left( t(\vec{k}) \: c_{\mu}^\dagger(\vec{k}) \: d_\mu + h.c. \right).
\]

\[ (2.14) \]
In going from the lattice to the continuum limit we make the substitutions:

$$\sum \rightarrow \int d^3k \frac{V}{(2\pi)^3}, \quad (2.15)$$

$$\sqrt{\frac{V}{(2\pi)^3}} c(\vec{k}) \rightarrow \psi(\vec{k}), \quad (2.16)$$

with $V$ the volume of the system. After dropping the constant term from the impurity part of Eq. (2.14) these substitutions lead to

$$\mathcal{H}_A = \int d^3k \, \epsilon(\vec{k}) \psi_\mu^\dagger(\vec{k}) \psi_\mu(\vec{k}) + \left( \epsilon_d + \frac{U}{2} \right) d_\mu^\dagger d_\mu + \frac{U}{2} \left( d_\mu^\dagger d_\mu - 1 \right)^2 \right)$$

$$+ \sqrt{\frac{V}{(2\pi)^3}} \int d^3k \left( t(\vec{k}) \psi_\mu^\dagger d_\mu + \text{h.c.} \right), \quad (2.17)$$

with

$$\left\{ \psi_\mu^\dagger(\vec{k}), \psi_\nu(\vec{k'}) \right\}_+ = \delta_{\mu,\nu} \delta(\vec{k} - \vec{k'}). \quad (2.18)$$

Now we expand $\psi_\mu(\vec{k})$ in terms of spherical waves as:

$$\psi_\mu(\vec{k}) = \frac{1}{\vec{k}} \sum_{l,m,\mu} a_{l,m,\mu}(\vec{k}) Y_l^m(\hat{\vec{k}})^* \quad (2.19)$$

$$a_{l,m,\mu}(\vec{k}) = \int d\Omega \frac{Y_l^m(\hat{\vec{r}})}{\vec{k}} Y_l^m(\hat{\vec{k}}) \psi_\mu(\vec{k}) \quad (2.20)$$

where $Y_l^m(\hat{\vec{k}})$ are the spherical harmonics with $\vec{k}$ and $k$ the direction and the length of $\vec{k}$, respectively, and $d\Omega$ is the integral measure on the unit sphere with the normalization $\int d\Omega = 4\pi$. These relations imply that

$$\left\{ a_{l,m,\mu}^\dagger(\vec{k}), a_{l',m',\mu'}(\vec{k'}) \right\}_+ = \delta_{l,l'} \delta_{m,m'} \delta_{\mu,\mu'} \delta(k - k'). \quad (2.23)$$

$^2$ From the Fourier transform of $\psi(\vec{k})$:

$$\Psi_\mu(\vec{r}) = \int d^3k \, \exp(i\vec{k}\vec{r}) \psi_\mu(\vec{k}), \quad (2.19)$$

$a_{l,m,\mu}(\vec{k})$ can be expressed as

$$a_{l,m,\mu}(\vec{k}) = \int_0^\infty dr r^2 j_l(kr) r^4 \int d\Omega \frac{Y_l^m(\hat{\vec{r}})}{\vec{k}} \Psi_\mu(\vec{r}), \quad (2.20)$$

with $j_l(kr)$ the spherical Bessel functions of the first type and $\vec{r}$ and $r$ are the direction and the length of $\vec{r}$, respectively. The general form of the functions $j_l(kr)$ allows the appearance of the factor $1/k$ in Eq. (2.21).
Now we make a transition to an isotropic dispersion relation: \( \epsilon(\vec{k}) \to \epsilon(k) \equiv \epsilon(|\vec{k}|) \) and hopping: \( t(\vec{k}) \to t(k) \equiv t(|\vec{k}|) \). These assumptions reduce the terms of the Hamiltonian to

\[
\int dk \epsilon(k) \psi_{\mu}(k) \psi_{\mu}(\vec{k}) = \sum_{lm} \int dk \epsilon(k) a_{l\mu}(k) a_{m\mu}(k),
\]

\[
\sqrt{\frac{V}{(2\pi)^3}} \int d^3k \left( t(\vec{k}) \psi_{\mu}(k) \psi_{\mu}(\vec{k}) + h.c. \right) = \sqrt{\frac{V}{2\pi^2}} \int dk k \left( t(k) a_{00\mu}(k) d_{\mu} + h.c. \right).
\]

Here we have used the explicit form \( 1/\sqrt{4\pi} \) of \( Y_0^0 \). From now on we deal only with the s-channel part of the kinetic energy. We also pass over to work in energy space by introducing

\[
a_{\mu}(\epsilon) = \left[ \frac{d\epsilon(k)}{dk} \right]^{-1/2} a_{00\mu}(k), \quad \text{where} \quad \epsilon = \epsilon(k),
\]

thus

\[
\left\{ a^\dagger_{\mu}(\epsilon), a_{\nu}(\epsilon') \right\} = \delta_{\mu,\nu} \left[ \frac{d\epsilon(k)}{dk} \right]^{-1} \delta(k - k') = \delta(\epsilon - \epsilon').
\]

As we are interested in the low-energy properties of the system, we impose a UV cut-off by considering only energies in an interval of \( 2D_F \) length around the Fermi level, \( E(k) \in [\epsilon_F - D_F, \epsilon_F + D_F] \). This interval is the conduction band, and \( D_F \) is called the bandwidth. This way we obtain the forms

\[
\int dk \epsilon(k) a^\dagger_{00\mu}(k) a_{00\mu}(k) = \int dk \epsilon(k) \frac{d\epsilon(k)}{dk} a^\dagger_{\mu}(\epsilon) a_{\mu}(\epsilon) = \int_{-D_F}^{D_F} d\epsilon \epsilon a^\dagger_{\mu}(\epsilon) a_{\mu}(\epsilon),
\]

\[
\sqrt{\frac{V}{2\pi^2}} \int dk k \left( t(k) a^\dagger_{\mu}(k) d_{\mu} + h.c. \right) = \sqrt{\frac{V}{2\pi^2}} \int dk k \left( t(k) \left( \frac{d\epsilon(k)}{dk} \right)^{1/2} a^\dagger_{\mu}(\epsilon) d_{\mu} + h.c. \right)
\]

\[
= \int_{-D_F}^{D_F} d\epsilon |\rho(\epsilon)|^{1/2} \left( \epsilon a^\dagger_{\mu}(\epsilon) d_{\mu} + h.c. \right),
\]

on applying the definition of the conduction electron density of states (DOS)

\[
\rho(\epsilon) = \sum_{k'} \delta(\epsilon - \epsilon(k')) \to \frac{V}{(2\pi)^3} \int d^3k' \delta(\epsilon - \epsilon(k')) = \frac{V}{2\pi^2} k^2 \left[ \frac{d\epsilon(k)}{dk} \right]^{-1}. \tag{2.30}
\]

To further simplify the situation we ignore the energy-dependence of \( \rho(\epsilon) \) and \( t(\epsilon) \) and replace them by their values at the Fermi surface: \( \rho \equiv \rho(0) \) and \( t \equiv t(0) \). Furthermore we start to

---

Footnote: \( ^3 \)The energy-dependence of \( \rho(\epsilon) \) and \( t(\epsilon) \) can also be taken into account in the NRG calculations, as it is shown in Appendix B.
measure energies in units of the bandwidth, $D_F$, by changing $\epsilon$ to $E \equiv \epsilon/D_F$ and using the operators $a_\mu(\epsilon) \equiv \sqrt{D_F} a_\mu(\epsilon)$ which makes $\{a_\mu^\dagger(\epsilon), a_\nu(\epsilon')\} = \delta(\epsilon - \epsilon')$. In terms of these operators the dimensionless version of the Hamiltonian is

$$
\mathcal{H}_A/D_F = \left[ \int_{-1}^1 d\epsilon \ E \ a_\mu^\dagger(\epsilon) a_\mu(\epsilon) \right. + \frac{1}{D_F} \left( \epsilon_d + \frac{U}{2} \right) d_\mu^\dagger d_\mu + \frac{U}{2 D_F} \left( d_\mu^\dagger d_\mu - 1 \right)^2 \\
+ \frac{\Delta}{\pi D_F} \left[ \int_{-1}^1 d\epsilon \ (a_\mu^\dagger(\epsilon) d_\mu + \text{h.c.}) \right],
$$

(2.31)

with $\Delta = \pi \rho t^2$ the hybridization parameter introduced earlier.

### 2.4.2 Logarithmic discretization

Let us divide the $E$-space interval $[-1, 1]$ into a sequence of intervals as in Fig. 2.2. The $n^{th}$ interval for positive $E$’s is $(\Lambda^{-(n+1)}, \Lambda^{-n}]$ with $\Lambda > 1$ the discretization parameter. Now let us define in each interval a complete set of orthonormal functions, the sine and cosine functions with appropriate frequencies, as

$$
\psi_{np}^\pm(E) \equiv \begin{cases} \\
\frac{1}{\sqrt{l_n}} \exp \left( \pm i \omega_n p E \right), & \text{if } \Lambda^{-(n+1)} < \pm E \leq \Lambda^{-n}, \\
0, & \text{elsewhere},
\end{cases}
$$

(2.32)

with $n \in \{0, 1, 2, \ldots \}$ the interval index, $p \in \mathbb{Z}$ the Fourier harmonic index, the superscript $\pm$ distinguishing the positive and negative $E$ intervals, and $\omega_n$ is given by

$$
\omega_n \equiv \frac{2\pi}{l_n},
$$

(2.33)

with $l_n$ the length of the $n^{th}$ interval

$$
l_n \equiv \Lambda^{-n} - \Lambda^{-(n+1)}.
$$

(2.34)

We Fourier series expand $a_\mu(E)$ in terms of these complete basis sets given in each interval as

$$
a_\mu(E) = \sum_{np} \left[ a_{n\mu p} \psi_{np}^+(E) + b_{n\mu p} \psi_{np}^-(E) \right],
$$

(2.35)
2.4 Numerical renormalization group

with

\[ a_{np\mu} = \int_{-1}^{1} d\mathcal{E} \left[ \psi_{np}(\mathcal{E}) \right]^{*} a_{\mu}(\mathcal{E}), \quad (2.36) \]
\[ b_{np\mu} = \int_{-1}^{1} d\mathcal{E} \left[ \psi_{np}(\mathcal{E}) \right]^{*} a_{\mu}(\mathcal{E}). \quad (2.37) \]

These expansion modes form a complete set of independent, discrete, electron operators satisfying the anticommutation relations

\[ \{ a_{np\mu}^{\dagger}, a_{n'p'\mu'} \} = \delta_{n,n'} \delta_{p,p'} \delta_{\mu,\mu'}, \quad (2.38) \]
\[ \{ b_{np\mu}^{\dagger}, b_{n'p'\mu'} \} = \delta_{n,n'} \delta_{p,p'} \delta_{\mu,\mu'}. \quad (2.39) \]

Thus, in terms of these operators we have the following contributions to \( \mathcal{H}_{A}^{\text{kin}} \)

\[ \int_{-1}^{1} d\mathcal{E} a_{\mu}(\mathcal{E}) a_{\mu}(\mathcal{E}) = \frac{1 + \Lambda^{-1}}{2} \sum_{np} \Lambda^{-n} (a_{np\mu}^{\dagger} a_{np\mu} - b_{np\mu}^{\dagger} b_{np\mu}) \]
\[ + \frac{1 - \Lambda^{-1}}{2\pi i} \sum_{n,p \neq p'} \frac{\Lambda^{-n}}{p' - p} \left( a_{np\mu}^{\dagger} a_{np'\mu'} - b_{np\mu}^{\dagger} b_{np'\mu'} \right) \exp \left[ \frac{2\pi i (p' - p)}{1 - \Lambda^{-1}} \right]. \quad (2.40) \]

As

\[ \int_{-1}^{1} d\mathcal{E} a_{\mu}(\mathcal{E}) = (1 - \Lambda^{-1})^{1/2} \sum_{n} \Lambda^{-n/2} (a_{n0\mu} + b_{n0\mu}), \quad (2.41) \]

the impurity couples directly only to \( a_{n0\mu} \) and \( b_{n0\mu} \). If \( \Lambda \) is close to 1, then the second sum on the RHS of Eq. (2.40) may be neglected. Even for larger values of \( \Lambda \) the following approximation consists in the neglect of the terms containing \( a_{np} \) and \( b_{np} \) for \( p \neq 0 \)

\[ \frac{\mathcal{H}_{A}}{D_{F}} = \frac{1 + \Lambda^{-1}}{2} \sum_{n} \Lambda^{-n} \left( a_{n\mu}^{\dagger} a_{n\mu} - b_{n\mu}^{\dagger} b_{n\mu} \right) + \frac{1}{D_{F}} \left( \varepsilon_{d} + \frac{U}{2} \right) d_{\mu}^{\dagger} d_{\mu} \]
\[ + \frac{U}{2D_{F}} \left( d_{\mu}^{\dagger} d_{\mu} - 1 \right)^{2} + \left( \frac{2 \Lambda}{\pi D_{F}} \right)^{1/2} \left( f_{0\mu}^{\dagger} d_{\mu} + \text{h.c.} \right), \quad (2.42) \]

with

\[ f_{0,\mu} \equiv \frac{1}{\sqrt{2}} \int_{-1}^{1} d\mathcal{E} a_{\mu}(\mathcal{E}) = \left( \frac{1 - \Lambda^{-1}}{2} \right)^{1/2} \sum_{n} \Lambda^{-n/2} (a_{n\mu} + b_{n\mu}), \quad (2.43) \]

with \( a_{n\mu} \equiv a_{n0\mu} \), \( b_{n\mu} \equiv b_{n0\mu} \). The factor \( 1/\sqrt{2} \) has been introduced to have \( \{ f_{0,\mu}^{\dagger}, f_{0,\nu}^{\dagger} \} = \delta_{\mu,\nu} \).
2.4.3 Conversion to a hopping form

Here we show how $H_{kin}^A$, or in fact how the free part of any one-dimensional Hamiltonian can be converted into a nearest neighbor hopping form. In Eq. (2.42) the impurity is coupled only to the $f_0$ electron operator. It is convenient to make a unitary transformation from $\{a_{n\mu}, b_{n\mu}\}$ to a new orthonormal set $\{f_{n,\mu}\}$ with $f_0$ given by Eq. (2.43). Since the conduction electron kinetic energy is diagonal in $\{a_{n\mu}, b_{n\mu}\}$, its transformations in general result in a non-diagonal form. We insist on having a kinetic energy which comprises only nearest neighbor hoppings, i.e. that $f_{n,\mu}$ is coupled only to $f_{(n\pm 1),\mu}$. More precisely we require the conduction electron kinetic energy part of the Hamiltonian to be of the form

$$H_{kin}^A \frac{D_F}{\Lambda} = 1 + \Lambda^{-1} \sum_{n=0}^{\infty} \Lambda^{-n/2} \xi_n \left( f_{n,\mu}^\dagger f_{(n+1),\mu} + h.c. \right).$$

We write the unitary transformation in the following real, orthogonal form (to ease the notation, and since electrons with different spins do not couple, we omit spin indices)

$$f_n = \sum_m (u_{nm} a_m + v_{nm} b_m),$$

with $u_{nm}$ and $v_{nm}$ being real numbers. It follows that the inverse transformation is

$$a_m = \sum_n u_{nm} f_n,$n

$$b_m = \sum_n v_{nm} f_n.$n

The coefficients $u_{0m}$ and $v_{0m}$ are already defined as

$$u_{0m} = v_{0m} = \left( \frac{1 - \Lambda^{-1}}{2} \right)^{1/2} \Lambda^{-m/2}.$$

The further coefficients can be determined recursively. It turns out that for constant hybridization

$$\xi_n = \frac{1 - \Lambda^{-n-1}}{\left( 1 - \Lambda^{-2n-1} \right)^{1/2} \left( 1 - \Lambda^{-2n-3} \right)^{1/2}}.$$

For the details of the derivation see Appendix [B] or Ref. [30].

2.4.4 Solution of the Wilson chain

To solve $H_A / D_F$ Wilson defined a sequence of Hamiltonians as

$$H_A^N = \Lambda^{(N-1)/2} \left[ \sum_{n=0}^{N-1} \Lambda^{-n/2} \xi_n \left( f_{n,\mu}^\dagger f_{(n+1),\mu} + h.c. \right) + \tilde{E}_d \tilde{d}_\mu^\dagger \tilde{d}_\mu \
+ \tilde{U} \left( \tilde{d}_\mu^\dagger \tilde{d}_\mu - 1 \right)^2 + \tilde{\Delta}^{1/2} \left( f_{0,\mu}^\dagger \tilde{d}_\mu + h.c. \right) \right],$$

(2.50)
with
\[ E_d = \frac{2}{1 + \Lambda^{-1}} \frac{1}{D_F} \left( \epsilon_d + \frac{U}{2} \right), \] (2.51)
\[ \tilde{U} = \frac{2}{1 + \Lambda^{-1}} \frac{U}{2D_F}, \] (2.52)
\[ \tilde{\Delta} = \left( \frac{2}{1 + \Lambda^{-1}} \right)^2 \frac{2 \Delta}{\pi D_F}. \] (2.53)

Then \( \mathcal{H}_A \) can be recovered as the limit
\[ \mathcal{H}_A = \lim_{N \to \infty} \frac{(1 + \Lambda^{-1}) D_F}{2} \Lambda^{-(N-1)/2} \mathcal{H}_A^N. \] (2.54)

The \( \mathcal{H}_A^N \)'s are diagonalized iteratively, and their low-energy spectrum is presumed to describe the physics of \( \mathcal{H}_A \) on the energy scale \( \approx D_F \Lambda^{-\left(N-1\right)/2} \).

### 2.4.5 Mapping the Kondo model from 3D to 1D

In the rest of the thesis we shall mostly be dealing with the two-channel Kondo model instead of the Anderson model. For clarity here we show how to map the Kondo interaction from 3D to the Wilson chain. The reason why we discussed the Anderson model first or that we discussed it at all is that it is a more general model which involves the Kondo model as a limiting case. Furthermore certain derivations, like the one in Appendix B for the energy-dependent DOS, exists in the literature only for the Anderson model, and we intend to be exhaustive.

The multi-channel, spin-half Kondo model (MCK) consists of an impurity with a magnetic moment \( S = \frac{1}{2} \) immersed in a Fermi liquid (FL) of \( N \) types of electrons (labeled by the flavor or channel index \( \alpha \in \{1, \ldots, N\} \)), and interacting with them through an exchange interaction. In discrete \( k \)-space this Hamiltonian takes on the form
\[ \mathcal{H}_{MCK} = \sum_{\alpha,\mu} \sum_{\vec{k}} \epsilon(\vec{k}) c_{\alpha\mu}^\dagger(\vec{k}) c_{\alpha\mu}(\vec{k}) + \sum_{\alpha} \vec{J}_\alpha \sum_{\mu,\nu} \sum_{\vec{k},\vec{k}'} \vec{S} c_{\alpha\mu}^\dagger(\vec{k}) \vec{\sigma}_{\mu\nu} \frac{2}{\pi} c_{\alpha\nu}(\vec{k}'), \] (2.55)

with \( \vec{S} \) the impurity spin operator, \( \vec{\sigma} \) the vector triad of Pauli matrices and in this subsection we denote all summation over discrete labels explicitly.

Taking the continuum limit as in Eqs. (2.15)-(2.16) we obtain
\[ \mathcal{H}_{MCK} = \sum_{\alpha,\mu} \int d^3k \epsilon(\vec{k}) \psi_{\alpha\mu}^\dagger(\vec{k}) \psi_{\alpha\mu}(\vec{k}) \]
\[ + \frac{V}{(2\pi)^3} \sum_{\alpha} \vec{J}_\alpha \sum_{\mu,\nu} \int d^3k \int d^3k' \vec{S} \psi_{\alpha\mu}^\dagger(\vec{k}) \vec{\sigma}_{\mu\nu} \frac{2}{\pi} \psi_{\alpha\nu}(\vec{k}'). \] (2.56)

By making a Fourier transform
\[ \Psi_{\alpha\mu}(\vec{r}) = \int d^3k \exp \left( i \vec{k} \cdot \vec{r} \right) \psi_{\alpha\mu}(\vec{k}), \] (2.57)
the anticommutation relations remain almost unchanged, i.e.
\[
\{ \Psi_{\alpha \mu}^\dagger (\vec{r}) , \Psi_{\beta \nu} (\vec{r}') \} = (2 \pi)^3 \delta_{\alpha, \beta} \delta_{\mu, \nu} \delta (\vec{r} - \vec{r}') ,
\]
\[
(2.58)
\]
in contrast to
\[
\{ \psi_{\alpha \mu}^\dagger (\vec{k}) , \psi_{\beta \nu} (\vec{k}') \} = \delta_{\alpha, \beta} \delta_{\mu, \nu} \delta (\vec{k} - \vec{k}') ,
\]
\[
(2.59)
\]
and it becomes apparent that the coupling is local between the impurity and the conduction electrons
\[
\mathcal{H}_{MCK} = \sum_{\alpha, \mu} \int d^3 k \ Emerson(k) \psi_{\alpha \mu}^\dagger (\vec{k}) \psi_{\alpha \mu} (\vec{k}) + \frac{V}{(2 \pi)^3} \bar{S} \sum_{\alpha, \mu, \nu} J_{\alpha} \Psi_{\alpha \mu}^\dagger (0) \frac{\vec{\sigma}_{\mu \nu}}{2} \Psi_{\alpha \nu} (0) .
\]
\[
(2.60)
\]
Now, we expand \( \Psi (\vec{r}) \) in terms of spherical waves as \[104\]
\[
\Psi_{\alpha \mu} (\vec{r}) = \int_0^\infty dk \frac{k^2}{4 \pi} \int d\Omega_k 4 \pi \sum_{l,m} j_l (kr) Y^m_l (\hat{r}) \Psi^m_l (\vec{r})
\]
\[
= \sum_{l,m} \int_0^\infty dk R_{kl}(r) Y^m_l (\hat{r}) a_{l m \alpha \mu} (k) ,
\]
\[
(2.61)
\]
where \( R_{kl}(r) \) are special functions (cf. Eq. (2.20)) and \( a_{l m \alpha \mu} (k) \) is given as in Eq. (2.21) after tagging \( \psi_{\alpha} (\vec{k}) \to \psi_{\alpha \mu} (\vec{k}) \) with an extra index \( \alpha \). The probability of electrons to be found at the origin vanishes except for the \( s \)-wave part, i.e. \( R_{kl}(0) = 0 \) unless \( l = 0 \). It means that we can reduce the problem to a one-dimensional one again by considering only the following part of the electron field operator coupling to the impurity
\[
\tilde{\Psi}_{\alpha \mu} (r) = \sqrt{4 \pi} \int_0^\infty dk \frac{\sin (kr)}{r} a_{00 \alpha \mu} (k) ,
\]
\[
(2.62)
\]
with
\[
\{ a^\dagger_{l m \alpha \mu} (k) , a_{l' m' \beta \nu} (k') \}_+ = \delta_{l,l'} \delta_{m,m'} \delta_{\alpha, \beta} \delta_{\mu, \nu} \delta (k - k') .
\]
\[
(2.63)
\]
This way the following terms constitute the Hamiltonian
\[
\mathcal{H}_{MCK} = \mathcal{H}^{l>0} + \mathcal{H}^s = \mathcal{H}^{l>0} + \sum_{\alpha, \mu} \int dk \epsilon (k) a^\dagger_{00 \alpha \mu} (k) a_{00 \alpha \mu} (k)
\]
\[
+ \frac{V}{(2 \pi)^3} \bar{S} \sum_{\alpha, \mu, \nu} J_{\alpha} \tilde{\Psi}^\dagger_{\alpha \mu} (0) \frac{\vec{\sigma}_{\mu \nu}}{2} \tilde{\Psi}_{\alpha \nu} (0) ,
\]
\[
(2.64)
\]
where the part \( \mathcal{H}^{l>0} \) describes channels other than \( s \) and an isotropic dispersion relation is assumed. Again, we are interested in the long wavelength (low-energy) physics (and hence the impurity can be considered punctual) so we impose a UV cutoff, \( D_F \), on the domain of
integration in $\epsilon$-space, i.e. we restrict $\epsilon(k)$ to the $[\epsilon_F - D_F, \epsilon_F + D_F]$ range, and change the integration variable from $k$ to $\epsilon$. So we get (by dropping the superfluous $l,m$ indices)

$$
H_{MCK} = H_{MCK}^{l>0} + H_{MCK}^s = \sum_{\alpha,\mu} \int_{-D_F}^{D_F} d\epsilon \epsilon a_{\alpha \mu}^\dagger(\epsilon) a_{\alpha \mu}(\epsilon)
$$

$$
+ \bar{S} \sum_{\alpha,\mu,\nu} \tilde{J}_\alpha \int_{-D_F}^{D_F} d\epsilon \sqrt{\rho(\epsilon)} \int_{-D_F}^{D_F} d\epsilon' \sqrt{\rho(\epsilon')} a_{\alpha \mu}^\dagger(\epsilon) \tilde{\sigma}_{\mu \nu} a_{\alpha \nu}(\epsilon').
$$

(2.67)

From now on we take $\rho(\epsilon)$ to be constant $\rho \equiv \rho(0)$ in the conduction band. The dimensionless version of $H_{MCK}^s$ reads

$$
\frac{H_{MCK}^s}{D_F} = \int_{-1}^{1} d\mathcal{E} \mathcal{E} a_{\alpha \mu}^\dagger(\mathcal{E}) a_{\alpha \mu}(\mathcal{E}) + \bar{S} \sum_{\alpha,\mu,\nu} \tilde{J}_\alpha \, \rho \int_{-1}^{1} d\mathcal{E} \int_{-1}^{1} d\mathcal{E}' a_{\alpha \mu}^\dagger(\mathcal{E}) \tilde{\sigma}_{\mu \nu} a_{\alpha \nu}(\mathcal{E}'),
$$

(2.68)

with $\mathcal{E} \equiv \epsilon/D_F$. Once this has been done we can follow the prescriptions of the previous subsections to obtain a discrete approximation of $H_{MCK}^s$ in a from suitable for NRG calculations, namely

$$
\frac{2H_{MCK}^s}{D_F (1 + \Lambda^{-1})} \approx \bar{S} \sum_{\alpha,\mu,\nu} \tilde{J}_\alpha f_{0,\alpha \mu}^\dagger f_{0,\alpha \mu} + \sum_{n=0}^{\infty} \sum_{\alpha,\mu,\nu} t_n \left(f_{n,\alpha \mu}^\dagger f_{n+1,\alpha \mu} + \text{h.c.}\right),
$$

(2.69)

with $\Lambda$ the discretization parameter, $\tilde{J}_\alpha = 2 \tilde{J}_\alpha (1 + \Lambda^{-1})^{-1}$, where $\tilde{J}_\alpha = J_\alpha \rho$ dimensionless. The $f_0$'s are anticommuting operators at the impurity site having the following form in terms of the $a_{\alpha \mu}(\epsilon)$ operators

$$
f_{0,\alpha \mu} = \frac{1}{\sqrt{2D_F}} \int_{-D_F}^{D_F} d\epsilon a_{\alpha \mu}(\epsilon),
$$

(2.70)

$$
\left\{f_{0,\alpha \mu}, f_{0,\beta \nu}\right\}_+ = \delta_{\alpha \beta} \delta_{\mu \nu}.
$$

(2.71)

The second part of the Hamiltonian in Eq. (2.69) is the part of the Wilson chain that accounts for the dynamics of the electrons. The Hamiltonian of Eq. (2.69) has been used in our NRG calculations for the two-channel Kondo model described in detail in the forthcoming chapters.
3 Symmetries and density matrix in numerical renormalization group

Here we discuss some of the most recent conceptual improvements that took place in the field of calculating dynamical quantities with the Numerical Renormalization Group (NRG).

3.1 Symmetries in NRG

States and operators in “physical Hilbert spaces” are distinguished by quantum numbers. Widely encountered quantum numbers are the spin, the charge or the parity. These quantum numbers tell the transformation properties of a state or an operator under the action of some symmetry group. Wilson and his collaborators realized that classifying states according to their transformation properties is important in NRG as it enhances the precision and speeds up the calculations. To extract the most accurate data possible from the NRG calculations, it is best to take into account the largest possible symmetry of the quantum impurity model. Yet NRG codes built so far could have handled only specific symmetry combinations suited for specific problems, and it has required a great deal of effort to adjust a few thousand line code to a new symmetry setup. We have overcome this difficulty by developing a flexible NRG code that can easily be adapted to the problem of interest and could make use of an arbitrary number and any type of discrete and compact, commuting Lie group symmetries that the impurity model may possess. For this to accomplish we have generalized the recursion relations that come up in the course of the NRG procedure, connecting subsequent iteration steps. On the following pages we refine these statements and show how an arbitrary number of discrete and compact Lie group symmetries can be used in the NRG process.

3.1.1 Symmetries of the one-channel Kondo model

In the NRG calculations, one uses the following approximation of the 1CK Hamiltonian introduced in and discussed in detail in the previous chapter

$$H_{1CK} = \tilde{J} \tilde{S} \sum_{\mu, \nu \in \{\uparrow, \downarrow\}} f_{0,\mu}^\dagger \tilde{\sigma}_{\mu,\nu} f_{0,\nu} + \sum_{n=0}^{\infty} \sum_{\mu \in \{\uparrow, \downarrow\}} t_n \left( f_{n,\mu}^\dagger f_{n+1,\mu} + h.c. \right). \quad (3.1)$$

This Hamiltonian has an SU$_{\mathcal{S}}(2)$ symmetry, corresponding to spin rotations, i.e. it is invariant under the transformations

$$H_{1CK} = U_s H_{1CK} U_s^\dagger, \quad (3.2)$$
where the unitary operator $U_s$ is generated by the total spin operators,

$$U_s = U_s(\vec{\omega}_s) = e^{i\vec{\omega}_s \vec{S}_T},$$

$$\vec{S}_T = \vec{S} + \frac{1}{2} \sum_{n=0}^{\infty} \sum_{\mu, \nu \in \{\uparrow, \downarrow\}} f_{n,\mu}^\dagger \vec{\sigma}_{\mu,\nu} f_{n,\nu},$$

with $\vec{\omega}_s$ denoting a real, three-component vector. The Hamiltonian $H_{1CK}$ is also invariant under the action of $SU_C(2)$ rotations, $U_c = e^{i\vec{\omega}_c \vec{C}}$, generated by the operators

$$C_x = \left( C^+ + C^- \right) / 2, \quad C_y = \left( C^+ - C^- \right) / 2i \quad \text{and} \quad C_z$$

with $C^\pm$ and $C_z$ parameterized by real, three-component vectors $\vec{\omega}_C$.

Since the spin symmetry generators commute with the charge symmetry generators, $H_{1CK}$ has a symmetry $SU_S(2) \times SU_C(2)$ \cite{106, 107, 108}. Consequently, the eigenstates of the Hamiltonian form degenerate multiplets, $|i, Q_i \rangle$, that are classified by their multiplet label $i$, the spin and charge quantum numbers, $Q_i = \{S_i, C_i\}$ \cite{108}, and the $z$-components of the spin and charge operators, $Q_{z,i} = \{S_{z,i}, C_{z,i}\}$. There are at least two ways of interpreting the multiplet label. The first is that it assigns a unique index, $i$, to each multiplet. The other one is that we need this index only to distinguish multiplets with identical quantum numbers. In the following we will apply the former interpretation. Therefore the representation indices $Q_i$ could be dropped from the labels of a state, i.e., $|i, Q_i \rangle \rightarrow |i, Q_{z,i} \rangle$, since $Q_i$ is determined uniquely by the multiplet label $i$ itself. However, to be more explicit, we keep this redundant label in what follows.

In the following we will refer to the quantum numbers $Q_i$ as representation indices, while $Q_{z,i}$ are referred to as internal quantum numbers of the internal basis states of a given multiplet. The representation index $Q_i$ defines the dimension of the $i$th irreducible subspace which, in this example, is $\dim(i) = \dim(Q_i) = (2S_i + 1)(2C_i + 1)$.

Similarly to the irreducible subspaces of the Hilbert space, operators can be organized into irreducible tensor operator multiplets \cite{103}. One of the simplest examples is given by the impurity spin, from the components of which we can form an operator triplet as

$$\{A_m\} = \left\{-\frac{1}{\sqrt{2}} S^+, S^z, \frac{1}{\sqrt{2}} S^- \right\}.$$ \hfill (3.6)

The components of this triplet transform under spin rotations as the eigenstates $|m\rangle$ of $S^2$, while they are invariant under charge rotations. This means that $A$ has quantum numbers $S_A = 1$ and $C_A = 0$, and the components of this operator multiplet are labeled by $S_{2z}^A = \sum_{m} |m\rangle A_m |m\rangle$. The eigenvalues of the operators $S^2$ and $C^2$ are $S(S+1)$ and $C(C+1)$, respectively.
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$m,(m = 0, \pm 1)$, while the internal charge quantum number is trivially $C_A^z = 0$. Similarly
to the eigenstates of the Hamiltonian, the quantum numbers of an irreducible tensor operator
$B$ can be organized into a representation index vector, $\mathbf{b} = (S_B, C_B)$ and the components
of $B$ are labeled by $b^z = (S_B^z, C_B^z)$ taking the values $S_B^z = -S_B, -S_B + 1, \ldots, S_B$ and
$C_B^z = -C_B, -C_B + 1, \ldots, C_B$. A further example for an $S = 1/2$ and $C = 1/2$ operator is
formed by the four operators $\{f_{0,1}, f_{0,1}^\dagger, f_{0,1}, -f_{0,1}\}$ (for a more details see p. [50]).

The Wigner–Eckart theorem tells that the matrix elements of the members of a given operator
multiplet and states within two multiplets, $i$ and $j$ are related by

$$\langle i, Q_i \rangle \langle Q_i | i, Q_i \rangle = \langle i, Q_i | \langle Q_i, Q_i \rangle = \langle i, Q_i \rangle \langle Q_i, Q_i \rangle$$

(3.7)

where $\langle i \parallel B \parallel j \rangle$ denotes the reduced (invariant) matrix element of $B$, and the generalized
Clebsch–Gordan coefficients are defined as

$$\langle Q_i, Q_j \rangle = \langle S_i, S_j \rangle C_B C_B C_B C_B C_B; C_B C_B C_B$$

(3.8)

with the usual SU(2) Clebsch–Gordan coefficients on the right hand side. This relation is
used extensively in the NRG calculations. Eq. (3.7) can be inverted as

$$\langle i \parallel B \parallel j \rangle = \frac{1}{\dim(i)} \sum_{Q_i, Q_i} \sum_{Q_j, Q_j} \langle Q_i, Q_i \rangle \langle Q_i, Q_i \rangle^{*} \langle i, Q_i \rangle \langle Q_i, Q_i \rangle.$$ (3.9)

An important property of the unitary transformations above is that they are local in the
sense that they decompose into unitary operators which commute with each other and act
independently at different sites,

$$\mathcal{U} = \mathcal{U}_s \times \mathcal{U}_c,$$ (3.10)

$$\mathcal{U}_c = \prod_n \mathcal{U}_{c,n},$$ (3.11)

$$\mathcal{U}_s = \prod_n \mathcal{U}_{s,n}. $$ (3.12)

This decomposition property is crucial for using symmetries in the NRG calculations, as it
allows to exploit the presence of symmetries at each step of the NRG process all through the
construction of the Wilson chain.

3.1.2 Symmetries on the Wilson chain

The symmetry considerations of Subsection 3.1.1 can be extended to general impurity Hamilto-
nians defined on the Wilson chain by

$$H = \mathcal{H}_0 + \sum_{n=0}^{\infty} (\mathcal{H}_n + \mathcal{H}_{n+1}),$$ (3.13)

Some of the considerations presented here do not apply to non-compact Lie groups.
where $H_0$ contains the interaction between the impurity and the fermionic bath, and nearest-neighbors on the Wilson chain are coupled through the hopping terms, $\tau_{n,n+1}$. The $n^{th}$ on-site term, $H_{n+1}$ describes local correlations/interactions, and it is zero for an electron-hole symmetrical band [112].

NRG solves the model defined in Eq. (3.13) by an iterative diagonalization process. The iteration steps consist in diagonalizing the set of Hamiltonians defined recursively by

$$H_0 = H_0,$$

$$H_n = H_{n-1} + \tau_{n-1,n} + H_n.$$  \hspace{1cm} (3.14)-(3.15)

Now let us assume that $H$, as well as every $H_n$, are invariant under the group $G$, i.e.

$$U(g) H_n U^{-1}(g) = H_n, \quad n = 0, 1, 2, \ldots,$$

holds for all $g \in G$ with $U(g)$ an appropriate unitary representation of $G$. Furthermore, let us suppose that $G$ and correspondingly $U$ can be decomposed into a direct product of $\Gamma$ subgroups $G_\gamma$ ($\gamma = 1, \ldots, \Gamma$), each acting independently on every lattice site,

$$G = G_1 \times G_2 \times \cdots \times G_\Gamma,$$

$$U(g) = \prod_{\gamma=1}^{\Gamma} U_\gamma(g_\gamma) = \prod_{\gamma=1}^{\Gamma} \prod_n U_{\gamma,n}(g_\gamma).$$  \hspace{1cm} (3.17)-(3.18)

The subgroups can also be finite, and so $G_\gamma$ may denote a crystal field symmetry as well as e.g. the SU(3) group. However, some of the considerations may not apply to non-compact groups and not even to locally compact Lie groups, such as SL(2, $\mathbb{C}$), since they have infinite-dimensional irreducible representations [218].

The above decomposition is not necessarily unique. Nevertheless, having obtained a specific decomposition of the symmetry, the argument of the previous subsection can be repeated with the only difference that now a total of $\Gamma$ number of quantum numbers classify the irreducible subspaces (multiplets) of the Hamiltonians $H_n$,

$$\underline{Q} = \{Q_1, Q_2, \ldots, Q_\Gamma\}$$

and, by analogy to SU(2), states within the multiplet are labeled by the internal quantum numbers $^{3}$

$$Q^z = \{Q_1^z, Q_2^z, \ldots, Q_\Gamma^z\}.$$  \hspace{1cm} (3.19)-(3.20)

Similarly to the 1CK example, the dimension of a subspace $i$ depends uniquely on its quantum numbers $Q_i$, i.e. $\text{dim}(i) = \text{dim}(Q_i)$.

Operators can also be arranged into irreducible tensor operators, and an irreducible tensor operator multiplet $A$ is described by quantum numbers $a$ accordingly, while members of the multiplet are labeled by $a^z$ with $a$ and $a^z$ being $\Gamma$-component vectors. The Wigner–Eckart theorem, Eq. (3.7), applies to the general case too, with the slight modification that the generalized Clebsch–Gordan coefficients are now defined as

$$\langle \underline{Q}_i \underline{Q}^z | a a^z ; \underline{Q}_j \underline{Q}^z_i \rangle = \prod_{\gamma=1}^{\Gamma} \langle Q_i^\gamma Q_j^\gamma ; a_1^\gamma a^z_1 ; Q_j^\gamma \rangle.$$  \hspace{1cm} (3.21)

$^3$ For groups like SU(3), having a more complicated Cartan subalgebra, every component of the internal quantum numbers $Q^z$ is composed of several quantum numbers [103].
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Now the dimension of the multiplet \( i \) is given by

\[
\dim(i) \equiv \prod_{\gamma=1}^{\Gamma} \dim(Q_i^\gamma),
\]

where \( \dim(Q_i^\gamma) \) is the dimension of an irreducible representation characterized by the representation index \( Q_i^\gamma \).

3.1.3 The role of symmetries in the diagonalization procedure

As it was scrutinized in Section 2.4 in Ref. [30] Wilson constructed approximate eigenstates of \( H_n \) for a chain of length \( n \) iteratively. The reason for the eigenstates being only approximate are as follows. At each iteration the dimension of the Hilbert space increases by a factor \( d \), with \( d \) the dimension of the local Hilbert space at a single site of the chain with site label \( n > 0 \). Therefore the size of the Hilbert space increases exponentially with \( n \), and after a few iterations one must truncate it: Some of the states \( i \) are discarded \( (i \in D) \), while other states are kept \( (i \in K) \), and are used to construct the eigenstates for \( H_{n+1} \). Due to the truncation, however, these states will only be approximate eigenstates.

Symmetries are important in the diagonalization procedure. As we will argue below, in their presence the \( H_n \)'s are block diagonal in the representation indices, and thus the eigenvalue problem can be solved much more efficiently. For some of the physical quantities like the dynamical correlations, it turns out to be crucial to increase the number of kept states as much as possible to achieve sufficient numerical accuracy.

As discussed above, in the \( n \)th iteration the eigenstates (multiplets) of \( H_n \) are constructed from the kept multiplets labeled by \( u \) with \( u \in K \) of the \((n-1)\)th iteration (that are the approximate low-energy eigenstates of \( H_{n-1} \)) and from a complete set of local states (multiplets) at the \( n \)th site, labeled by \( \mu \). In the sequel, we refer to these new approximate eigenstates \( i \) as new states, and we call the kept states block states or old states.

In the presence of symmetries, each new multiplet carries representation indices \( Q_i = \{Q_i^\gamma\} \), and states within this multiplet are labeled by the internal quantum numbers \( Q_i^{\gamma.z} = \{Q_i^{\gamma.z} \} \). Similarly, local states have quantum numbers \( q_\mu = \{q_\mu^\gamma\} \) and are further labeled by \( q_\mu^{\gamma.z} \). To construct the approximate eigenstates of \( H_n \), we first construct new states from

\[
|u, Q_i^{\gamma}, Q_i^{\gamma.z}\rangle_{n-1} \rightarrow |\mu, q_\mu^{\gamma}, Q_i^{\gamma.z}\rangle_{\text{loc}} \otimes |u, Q_i^{\gamma}, Q_i^{\gamma.z}\rangle_n.
\]

The addition of a new site corresponds to taking the tensor product of the local Hilbert space with that of the block states. Taking the tensor product constraints the group elements of all groups in the direct product decomposition of \( G \) to be the same for all sites in a given transformation, just as it is written in Eq. (3.18). We use the Clebsch–Gordan coefficients to build from the block (old) and from the local states the new states that transform as irreducible multiplets under the symmetry transformations, \( U(g) \). From a given block state, \( u \), and a local
state, \( \mu \), we can form several new multiplets labeled by \( \tilde{i} \) by the construction

\[
\langle \tilde{i}, Q, Q^z \rangle_n = \sum_{Q', Q_i} \langle Q', Q_i \mid H_n \mid \tilde{j}, Q, Q^z \rangle_n \delta_{Q', Q_i} \delta_{Q', Q^z_i}.
\]

This implies \( H_n \) is diagonalized by a block-diagonal unitary transformation, \( O^{[n]}_{i,i} \)

\[
\langle i, Q, Q^z \rangle_n = \sum_i O^{[n]}_{i,i} \langle i, Q_i, Q^z_i \rangle_n \delta_{Q,Q_i} \delta_{Q', Q^z_i}.
\]

with \( E^n_i \) the eigenenergies of \( H_n \). Here, \( O \) is a block-diagonal matrix, and its columns in a given symmetry sector are just the eigenvectors of the corresponding submatrix of \( \langle \tilde{i} \mid H_n \mid \tilde{j} \rangle_n \) in the canonical basis. In the upcoming iteration, some of these multiplets will be kept, those of the lowest energy, and form the block states of the \( (n+1) \)th iteration, while the rest are discarded.

In the iteration step outlined above, the matrix elements \( \langle \tilde{i} \mid H_n \mid \tilde{j} \rangle_n \) are needed, with \( H_n = H_{n-1} + \tau_{n-1,n} + \mathcal{H}_n \). The matrix elements of \( H_{n-1} \) follow from Eq. (3.24) and from the fact that the block states are the eigenstates of \( H_{n-1} \). They are given by

\[
\langle i, Q, Q^z \rangle_n = E^{n-1}_i \delta_{ij},
\]

where \( u \) is the state from which the state \( \tilde{i} \) has been constructed. Similarly, the matrix elements of \( \mathcal{H}_n \) are given by

\[
\langle i, Q, Q^z \rangle_n = \varepsilon^n_\mu \delta_{ij},
\]

where \( \varepsilon^n_\mu \) is just the expectation value of \( \mathcal{H}_n \) with local states within the multiplet \( \mu \). Finally, to compute the matrix elements of the hopping \( \tau_{n-1,n} \), we use the fact that \( \tau_{n-1,n} \) can always be decomposed as

\[
\tau_{n-1,n} = \sum_\alpha h^{[n-1]}_\alpha \sum_\imath \left[ C^{[n-1]}_{\alpha z} (C^{[n]}_{\alpha z})^\dagger + H.c. \right].
\]

(For a proof, see the first part of the proof in Appendix L.)
Here \( C_\alpha^{[n-1]} \) denotes a creation operator multiplet at site \( n-1 \) that has quantum numbers \( \alpha \), and the \( h_\alpha^{[n-1]} \)'s are the hopping amplitudes between sites \( n-1 \) and \( n \). The index \( \alpha \) in the equation above labels various “hopping operators”. Here is an example: If we treat the 1CKM using only U(1) symmetries we have two hopping operators, \( \alpha \in \{1,2\} \), corresponding to \( C_1^{[n]} = f_{n,1}^\dagger \) and \( C_2^{[n]} = f_{n,1}^\dagger \). However, if we use the spin SU(2) symmetry, then \( \alpha = 1 \) and \( C_1^{[n]} = \{ f_{n,1}, f_{n,1}^\dagger \} \).

For the reduced matrix elements of \( \tau_{n-1,n} \) we obtain the following formula upon using Eq. (3.31) and the decomposition in Eq. (3.30)

\[
\begin{align*}
& n \langle \tilde{i} \parallel \tau_{n-1,n} \parallel \tilde{j} \rangle_n = \sum_\alpha h_\alpha^{[n-1]} \left( \langle u \parallel C_\alpha^{[n-1]} \parallel v \rangle \right)_{n-1 \text{ loc}} \langle \nu \parallel C_\alpha^{[n]} \parallel \mu \rangle_{\text{loc}}^* \\
& \quad \times D \left( \alpha, c, Q_i, Q_j, Q_u, Q_v, q_i, q_v \right) \delta_{Q_i, Q_j} \delta_{Q_u, Q_v} + H.c., \quad (\tilde{i} \leftarrow \mu, u; \tilde{j} \leftarrow \nu, v). \\
& (3.31)
\end{align*}
\]

Here the state \( \tilde{i} \) has been constructed from the kept state \( u \) of the previous iteration and from the local state \( \mu \), while \( \tilde{j} \) has been constructed from \( v \) and \( \nu \). The functions

\[
D \left( \alpha, c, Q_i, Q_j, Q_u, Q_v, q_i, q_v \right)
\]

denote group theoretical factors and can be expressed as

\[
D \left( \alpha, c, Q_i, Q_j, Q_u, Q_v, q_i, q_v \right) = \text{sgn}(C, \mu) \sum_{Q_i^z} \sum_{Q_j^z} \sum_{Q_u^z} \left( \langle Q_i, Q_j, Q_u^z \parallel q_i, q_j, q_u \rangle^* \delta_{Q_i, Q_j} \delta_{Q_u, Q_v^z} \right) \times \left( \langle Q_i, Q_j, Q_v^z \parallel q_i, q_j, q_v \rangle^* \delta_{Q_i, Q_j} \delta_{Q_u, Q_v^z} \right),
\]

with \( Q_i^z \) chosen arbitrarily. The sign function \( \text{sgn}(C, \mu) = \pm 1 \) arises as one commutes the creation operators implicitly present in the local state \( \mu \), over the operator \( C^{[n-1]} \), and it is negative if \( C_\alpha^{[n]} \) is a fermionic operator and the local state \( \mu \) contains an odd number of fermions, otherwise it is positive. The local matrix elements, \( \langle \mu \parallel C_\alpha^{[n]} \parallel \nu \rangle_{\text{loc}} \) are the same for all sites and can easily be determined, while \( n-1 \langle u \parallel C^{[n-1]} \parallel v \rangle_{n-1} \) can be computed from the previous iteration, recursively. In fact, for any operator \( A \), acting only on states on \( n < n \), and whose matrix elements are known in the iteration \( n-1 \), we have the recursion relation

\[
\begin{align*}
& n \langle \tilde{i} \parallel A \parallel \tilde{j} \rangle_n = n-1 \langle u \parallel A \parallel v \rangle_{n-1} F \left( a, Q_i, Q_j, Q_u, Q_v, q_i, q_v \right) \delta_{Q_i, Q_j}, \quad (3.33)
\end{align*}
\]

where we can express the factor \( F \left( a, Q_i, Q_j, Q_u, Q_v, q_i, q_v \right) \) using Eq. (3.33) and Eq. (3.32) as

\[
\begin{align*}
F \left( a, Q_i, Q_j, Q_u, Q_v, q_i, q_v \right) &= \text{sgn}(A, \mu) \left( \langle Q_i, Q_j \parallel a a^z \parallel Q_i, Q_j \rangle \right)^{-1} \\
& \times \sum_{Q_i^z} \sum_{Q_j^z} \left( \langle Q_i, Q_j, Q_i^z \parallel q_i, q_j, q_i^z \rangle \delta_{Q_i, Q_j} \delta_{Q_i^z, Q_j^z} \right)^* \left( \langle Q_i, Q_j, Q_i^z \parallel q_i, q_j, q_i^z \rangle \delta_{Q_i, Q_j} \delta_{Q_i^z, Q_j^z} \right), \quad (3.34)
\end{align*}
\]

where the choice of \( Q_i^z, Q_j^z \) and \( a^z \) is almost arbitrary. The only condition that has to be met is that the generalized Clebsch–Gordan coefficient \( \langle Q_i, Q_j \parallel a a^z \parallel Q_i, Q_j \rangle \) should be non-vanishing.
As only a small fraction of theses on NRG [113, 114, 115, 116, 117, 118] have been written recently without displaying the numerical values of some matrix elements, we exemplify the above procedure in Appendix C by including the reduced matrix elements and the block states of the 0th iteration together with the local states in the 1CK model using the group $SU_S(2) \times SU_C(2)$.

### 3.2 Density matrix numerical renormalization group

One drawback of the algorithm described in Section 3.1 is that the eigenstates of $H_n$ constructed this way do not form a complete basis on the Wilson chain of length $n$, since states descendant from the discarded states of the previous iteration are missing. This deficiency does not effect the low-energy spectrum, or the thermodynamic quantities but for the spectral functions it leads to spectral sum rule violation and poor asymptotics. A remedy for these problems supplements the original NRG scheme with two concepts: a complete basis of the Wilson chain combined with the reduced density matrix. It was developed in the series of the papers [86, 87, 88, 89]. This extension of NRG bears the name of Density Matrix Numerical Renormalization Group (DM-NRG). Our contribution to this line of research was the incorporation of non-Abelian symmetries into DM-NRG [90], which turns out to be an important element in DM-NRG as well as far as the asymptotics of spectral functions and the performance are concerned. On the coming few pages we explain the DM-NRG algorithm from the perspective of symmetries.

#### 3.2.1 Complete basis on the Wilson chain

As it was shown in Ref. [87] it is possible to construct a complete basis of the Wilson chain and compute the matrix elements, that come up in the NRG algorithm, in this basis. The benefit of this procedure is the exact fulfillment of spectral sum rules obeyed by spectral functions [88, 89]. The construction goes as follows.

Let us consider a Wilson chain of length $N$, and construct approximate eigenstates of $H_n$ with $n < N$ that, however, are extended to all sites of the chain,

$$\left| i, Q^z_i \right\rangle_n \rightarrow \left| i, Q^z_i ; e \right\rangle_n .$$  \hspace{1cm} (3.35)

In this equation $e$ labels the $d^{N-n}$ independent 'environment' states living at the last $N-n$ sites of the chain. The precise form of these environment states is not important, only their degeneracy will play an important part. The iterative construction from Section 3.1 carries over to these states too. By construction, discarded states (together with their environment state) form a complete basis set:

$$\mathbb{1} = \sum_{n=0}^{N} \sum_{i \in D} \sum_{e} \sum_{Q^z} \left| i, Q^z_i ; e \right\rangle_n \left\langle i, Q^z_i ; e \right| ,$$  \hspace{1cm} (3.36)

where $i \in D$ refers to the fact that only discarded states appear in the sum. In Eq. (3.36) in the last iteration at $n = N$ all states are considered discarded. We remark that, in the actual calculations, discarded states do not appear until the iteration $M > 0$ where the first truncation is carried out. Fig. 3.1 illustrates the structure of this complete basis. In the formulation of the DM-NRG algorithm making use of non-Abelian symmetries we shall use several times the completeness relation Eq. (3.36).
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Figure 3.1: A complete basis of a Wilson chain represented as the exponentially increasing number of energy levels belonging to the successive iterations. Continuous/dashed lines represent kept, low-energy/discarded, high-energy levels, respectively. For the consecutive iteration steps the distances between the levels illustrate how the energy resolution of NRG gets exponentially subtler.

3.2.2 Reduction of the density matrix using symmetries

In the DM-NRG procedure on a Wilson chain of length \( N \), the equilibrium density matrix is approximated by

\[
\rho = \sum_{n=0}^{N} \rho^{[n]} \quad (3.37)
\]

\[
\rho^{[n]} = \sum_{i \in D,Q} \frac{e^{-\beta E_i^n}}{Z} \left\langle i, Q, Q^z; e \right| \left| i, Q, Q^z; n \right\rangle \left\langle n, i, Q, Q^z \right| , \quad (3.38)
\]

with \( \beta = 1/T \) the Boltzmann factor and

\[
Z = \sum_{n=0}^{N} \sum_{i \in D,Q} e^{-\beta E_i^n} d^{N-n} \quad (3.39)
\]

the partition function. In Eq. (3.39) the factor \( d^{N-n} \) accounts for the degeneracy of the environment states in iteration \( n \), i.e. for the local degrees of freedom at sites \( m > n \). Since the eigenenergies do not depend on the internal quantum numbers, the expression for the partition function can be simplified to

\[
Z = \sum_{n=0}^{N} \sum_{i \in D} \dim(i) e^{-\beta E_i^n} d^{N-n} , \quad (3.40)
\]

with the use of Eq. (3.22).

The concept of the reduced density matrix \[86, 88, 89\] arises naturally as one starts to calculate Green’s functions with NRG. More precisely, the quantity that shows up in the calculations is

---

\[5\] Different approximations also exist in the literature, e.g. the one in Ref. \[87\] where the approximation of the density matrix comes only from the last iteration.
the truncated reduced density matrix, defined as

$$R^{[n]} = \text{Tr}_{\{\epsilon_n\}} \left\{ \sum_{m>n} \rho^{[m]} \right\} ,$$  \hspace{1cm} (3.41)

where one traces over the environment states \( e_n \) at sites \( m > n \). This truncated reduced density matrix satisfies the recursion relations

$$R^{[N]} = \rho^{[N]} ,$$

$$R^{[n-1]} = \sum_{i \in D} \frac{e^{-\beta E_i^{n-1}} d^{N-n+1}_Z}{Z} \langle i, Q^z \rangle \langle n-1 \rangle_{\text{n-1}} \langle i, Q^z \rangle \langle n \rangle_{\text{n}} + \text{Tr}_{\text{n-site}} \left\{ R^{[n]} \right\} .$$ \hspace{1cm} (3.42)

Note that the environment variable is missing in the first term of the second expression since it has been traced over. The first term accounts for the contribution of discarded states, while the second term has matrix elements between the kept states only.

To construct the matrix elements of \( R^{[n]} \), we first show by induction that \( R^{[n]} \) is scalar under symmetry operations. This is clearly true for the first term in Eq. (3.42). To show that the second term is also invariant, we simply need to use the locality property of the symmetry transformations, i.e. that on the first \( n \) sites \( U(g) \equiv L(g) V(g) \), where \( L(g) \) transforms the local states on site \( n \), while \( V(g) \) transforms states at sites \( 0 \leq m \leq n-1 \), and clearly, \( L \) and \( V \) commute with each other. Therefore, because of the invariance of the trace under cyclic permutations of the operators, we have

$$\text{Tr}_{\text{n-site}} \left\{ L V R^{[n]} V^+ L^+ \right\} = \text{Tr}_{\text{n-site}} \left\{ V R^{[n]} V^+ \right\} = V \text{Tr}_{\text{n-site}} \left\{ R^{[n]} \right\} V^+ = U \text{Tr}_{\text{n-site}} \left\{ R^{[n]} \right\} U^+ .$$ \hspace{1cm} (3.43)

However, since \( U R^{[n]} U^+ = R^{[n]} \) by assumption, we obtain that

$$\text{Tr}_{\text{n-site}} \left\{ R^{[n]} \right\} = U \text{Tr}_{\text{n-site}} \left\{ R^{[n]} \right\} U^+ ,$$ \hspace{1cm} (3.44)

implying that

$$U R^{[n-1]} U^+ = R^{[n-1]}$$ \hspace{1cm} (3.45)

for \( R^{[n-1]} \), too. This equation means that \( R^{[n]} \) is scalar\(^6\) and therefore, we have

$$n \langle i, Q^z \parallel R^{[n]} \parallel j, Q^z \rangle_n = n \langle i \parallel R^{[n]} \parallel j \rangle_n \delta_{Q_i,Q_j} \delta_{Q^z_i,Q^z_j} .$$ \hspace{1cm} (3.46)

The matrix elements \( n \langle i \parallel R^{[n]} \parallel j \rangle_n \) between discarded states simply derive from the first term in Eq. (3.42). To perform the trace in Eq. (3.42) and to construct the explicit relation between the kept matrix elements of \( R^{[n-1]} \) and \( R^{[n]} \), first, we rotate \( R^{[n]} \) to the canonical basis

$$n \langle i \parallel \tilde{R}^{[n]} \parallel j \rangle_n = \mathcal{O}^{[n]}_{i,j} n \langle i \parallel R^{[n]} \parallel j \rangle_n (\mathcal{O}^{-1})^{[n]}_{i,j} .$$ \hspace{1cm} (3.47)

\(^6\)An alternative proof is presented in Appendix D for the case when every \( \mathcal{O}_\gamma \) is an SU(2) group.
Then, using the fact that $\text{Tr} \{ R^{[n]} \}$ is diagonal in the (internal) symmetry quantum numbers, we can trace over the local states at site $n$ using the recursion relation Eq. (3.24) to obtain the matrix elements between the kept states $u, v \in K$ as

$$
(3.48)
$$

The tilde over the sum indicates that in the summation over $\tilde{i}$ and $\tilde{j}$ only those states are considered which have been constructed from $u (\tilde{i} \leftarrow \mu, u)$ and $v (\tilde{j} \leftarrow \mu, v)$ in Eq. (3.24), respectively. This is expression applies to any type of discrete and compact Lie group symmetry. An alternative proof for the case of only SU(2) symmetries is given in Appendix D.

### 3.2.3 Spectral function computation with DM-NRG

In terms of the reduced density matrix we give a general relation for the retarded Green’s function of two local operators, that act only at the impurity and/or the zeroth site of the Wilson chain.

The notion of retarded Green’s function is introduced in Appendix A, for convenience here we repeat its definition for two irreducible tensor operators

$$
(3.49)
$$

By symmetry considerations and as it is shown below, the Green’s function is non-zero only if the operators $A$ and $B$ transform according to the same representation i.e.

$$
(3.50)
$$

and it is independent of the value of $\underline{a}_z$ and correspondingly of $\underline{b}_z$. Note that in this expression the representation index $\underline{b}_z$ and its labels $\underline{b}_z$ are the quantum numbers that characterize the operator $B$ and not $B\dagger$.

In the reduced density matrix formalism we can generalize the procedure outlined in Ref. [88, 89] even in the presence of non-Abelian symmetries to obtain the following form for the Laplace transform of the Green’s function

$$
(3.51)
$$

Here the second sum is over all the multiplets $i, j, k$ of the given iteration subject to the restriction that $j, k$ do not belong to kept states at the same time and no summation is needed for states within the multiplets. We note that the irreducible matrix elements of $R^{[n]}$ are identical with the original ones since $R^{[n]}$ is invariant under all symmetry transformations, i.e. it is a rank 0 object with respect to all symmetries. In Eq. (3.51) $\dim(a) = \prod_{\gamma=1}^{\text{dim}} \dim(a^\gamma)$ is the
number of operators belonging to the same operator multiplet \( A_{\alpha,\beta} \). The coefficients with the dimensions of the corresponding irreducible subspaces arise in the following way when summing over the internal quantum numbers \([107]\):

\[
\delta_{Q_i Q_j} \delta_{Q_i^z Q_j^z} \sum_{Q_i^z, Q_j^z} \langle j, Q_i, Q_i^z | A_{\alpha,\beta} | k, Q_k, Q_k^z \rangle \langle k, Q_k, Q_k^z | B_{\beta,\gamma}^\dagger | i, Q_i, Q_i^z \rangle \\
= \sum_{Q_i^z, Q_j^z} \langle k \parallel A^\parallel j \rangle^* \langle k \parallel B^\parallel i \rangle \sum_{Q_i^z, Q_j^z} \langle Q_i, Q_i^z | a - a_i; Q_j, Q_j^z \rangle \langle Q_k, Q_k^z | b - b_k; Q_i, Q_i^z \rangle \\
= \langle k \parallel A^\parallel j \rangle^* \langle k \parallel B^\parallel i \rangle \sum_{Q_i^z, Q_j^z} (-)^{a_i-Q_i-a_j-Q_j} \sqrt{\frac{\dim(k)}{\dim(a)}} \langle a - a_i; Q_j, Q_j^z; Q_i, Q_i^z \rangle \\
\times (-)^{b_k-Q_k-b_i-Q_i} \sqrt{\frac{\dim(k)}{\dim(b)}} \langle b - b_k; Q_i, Q_i^z; Q_k, Q_k^z \rangle \\
= \delta_{a b} \delta_{a_i b_k} \frac{\dim(k)}{\dim(a)} \langle k \parallel A^\parallel j \rangle^* \langle k \parallel B^\parallel i \rangle . \tag{3.52}
\]

A similar derivation yields the coefficient in the second term. Remarkably, Eq. (3.52) and thus Eq. (3.51) contain exclusively the reduced matrix elements and the dimensions of the various multiplets. Eq. (3.52) explicitly shows that \( G^{R \parallel B}_{a,1} (z) = 0 \), unless \( A \) and \( B \) have the same quantum numbers, i.e. \( a = b \).

### 3.3 Comparison between NRG and DM-NRG

In this section we show the advantages of using DM-NRG as opposed to NRG, and illustrate the benefits of using non-Abelian symmetries by applying DM-NRG to the 2-Channel Kondo Model (2CKM). This model is exciting in itself as it possesses a non-Fermi liquid type of fixed point and it provides the simplest descriptions of the double dot system used recently to realize the 2-Channel Kondo (2CK) effect. This 2CK effect is very fragile and in a magnetic field we find substantial difference between the NRG and DM-NRG results. For further discussion about 2CK physics see Chapter 4 whereas for the details of the double dot experiment consult Subsection 4.2.4 and Ref. [23] in particular.

In the numerical calculations we have used the Hamiltonian Eq. (2.69) with \( \alpha \in \{1, 2\} \) labeling the two types of electrons. The 2CKM has an obvious SU\(_S\)(2) spin symmetry. Furthermore the number of electrons is conserved in both channels corresponding to a SU\(_C\)(1) \( \times \) U\(_C\)(1) symmetry, with C1 and C2 referring to electrons in channel \( \alpha = 1 \) and 2, respectively. Due to the presence of electron-hole symmetry, these U\(_C\)(1) charge symmetries can be supplemented to SU\(_C\)(2) symmetries, i.e. the 2CK Hamiltonian is also invariant under SU\(_S\)(2) \( \times \) SU\(_C\)(1) \( \times \) SU\(_C\)(2) transformations. On the other hand, the 2CKM can be solved using U(1) symmetries exclusively, U\(_S\)(1) \( \times \) U\(_C\)(1) \( \times \) U\(_C\)(1). This model is thus ideal for testing our flexible code and the importance of symmetries in the NRG and DM-NRG calculations.

If a local magnetic field is coupled to the impurity spin through a term \( g_{\mu B} B S^z \), from among the total spin generators (see Eq. (3.21)), solely \( S^z \) will commute with the Hamiltonian. That
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- $\omega/TK$ in the absence of magnetic field obtained with DM-NRG and with NRG using the symmetries: $U_S(1) \times SU_{C1}(2) \times SU_{C2}(2)$ and $U_S(1) \times U_{C1}(1) \times U_{C2}(1)$. (a) Comparison between the spectral weights of the DM-NRG and NRG results: DM-NRG fulfills the sum rule entirely even when the used symmetry group and therefore the number of kept states is largely reduced. NRG violates the sum rule to over 15% if the number of kept states is $\approx 7 \times 10^4$ in each iteration. (b) The same spectral functions as a function of $\sqrt{\omega/TK}$. If a sufficient number of states is kept, i.e. when using larger symmetry groups, the expected $\sqrt{\omega}$ behavior around the 2CK fixed point is nicely recovered. (c) The same spectral functions on a logarithmic scale.

Figure 3.2: Dimensionless spectral function of $f_{0,1,\uparrow}$ normalized by $D_F$, the bandwidth cut-off, as a function of $\omega/TK$ in the absence of magnetic field obtained with DM-NRG and with NRG using the symmetries: $U_S(1) \times SU_{C1}(2) \times SU_{C2}(2)$ and $U_S(1) \times U_{C1}(1) \times U_{C2}(1)$. (a) Comparison between the spectral weights of the DM-NRG and NRG results: DM-NRG fulfills the sum rule entirely even when the used symmetry group and therefore the number of kept states is largely reduced. NRG violates the sum rule to over 15% if the number of kept states is $\approx 7 \times 10^4$ in each iteration. (b) The same spectral functions as a function of $\sqrt{\omega/TK}$. If a sufficient number of states is kept, i.e. when using larger symmetry groups, the expected $\sqrt{\omega}$ behavior around the 2CK fixed point is nicely recovered. (c) The same spectral functions on a logarithmic scale.
Figure 3.3: Dimensionless spectral function of $f_{0,1,\uparrow}$ normalized by $D_F$, the bandwidth cut-off, as a function of $\omega/T_K$ in the presence of magnetic field obtained with DM-NRG and with NRG using the symmetries: $U_S(1) \times SU_C(2) \times SU_C(2)$ and $U_S(1) \times U_C(1) \times U_C(1)$. (b) On a smaller scale at $\omega = 0$ we show the smoothness of the DM-NRG data using both groups and the jump at $\omega = 0$ in the NRG results using the larger group.

is, the spin $SU_S(2)$ symmetry reduces to $U_S(1)$. Therefore, in a magnetic field we can either use the group $U_S(1) \times SU_C(2) \times SU_C(2)$ for our calculations, or restrict ourselves to $U(1)$ symmetries only: $U_S(1) \times U_C(1) \times U_C(1)$.

As a test, we have computed the retarded Green’s function, $G_{f_{0,\alpha},f_{0,\alpha},\uparrow}^R(\omega)$, or more precisely the corresponding spectral function $\rho_{f_{0,\alpha},\uparrow}(\omega)$, defined by

$$\rho_{f_{0,\alpha},\uparrow}(\omega) \equiv -\frac{1}{\pi} \Im G_{f_{0,\alpha},f_{0,\alpha},\uparrow}^R(\omega) \quad (3.53)$$

both in the presence and in the absence of magnetic field. All numerical results presented were obtained at zero temperature, and the dimensionless couplings were $\tilde{J}_\alpha = 0.2$ in both channels and for all runs. The discretization parameter $\Lambda = 2$ was used in all cases, and for each symmetry combination we have retained a maximum of 1350 multiplets in each iteration.

In Fig. 3.2 we show data for the local fermion’s spectral function in the absence of magnetic field obtained through the NRG and the DM-NRG approaches using the two symmetry groups mentioned above. The Kondo scale $T_K$ in Fig. 3.2 is the scale at which the 2CK state forms, and it is defined as the frequency where the $T$-matrix of the 2CK model drops to half of its value assumed at $\omega = 0$ at the 2CK fixed point $\mathbf{140}$. The $T$-matrix is defined as the reducible conduction electron self-energy $\mathbf{29, 153}$. Its imaginary part is proportional to the spectral function of the composite fermion operator. The definition of the Kondo temperature is illustrated in Fig. 4.4.

The first important test is the fulfillment of the spectral sum rules. These are always satisfied in the DM-NRG calculations independently of the symmetry group used, whereas the NRG data violate the sum rule to over 15% if the number of kept multiplets is 1350 which corresponds to $\approx 7 \times 10^4$ states taking into account states within multiplets. Fig. 3.2 (b) shows that around the 2CK fixed point the $\sqrt{\omega}$ behavior, expected from conformal field theoretical calculations, is
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is nicely recovered by both methods, but a sufficiently large number of multiplets must be kept also in the DM-NRG approach, meaning that in this case the use of the larger symmetry group is more rewarding. Fig. 3.2(c) demonstrates that, in spite of fulfilling the spectral sum rules, still the DM-NRG data do not show the expected asymptotics for low-frequencies if the number of multiplets kept is not sufficient. It is quite remarkable that only the DM-NRG procedure together with the use of non-Abelian symmetries was able to get close to the exact value of the spectral function at $\omega = 0$, $\rho_{f_0,\alpha,\uparrow}(\omega = 0) = 0.25$. The presence of magnetic field generates a new scale $\chi$

$$T_h \equiv C_h \frac{B^2}{T_K}, \quad (3.54)$$

where we have fixed the somewhat arbitrary constant to $C_h \approx 60$. This scale, discussed more thoroughly in Subsection 4.3.1 (see Eq. (4.50)), is usually referred to as the renormalized magnetic field acting on the impurity, and below this scale the non-Fermi liquid physics is destroyed.

In the presence of magnetic field the sum rule is violated by the NRG approach in the positive and negative frequency ranges to a different extent, which leads to jumps at $\omega = 0$ in the spectral functions (see Fig. 3.3), while this problem is almost absent in the DM-NRG approach. The fermion spectral functions display universal scaling in the vicinity of $T_h$ and a universal peak/dip at $T_h$. In Fig. 3.4 we show how the spectral functions of the composite fermion
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operator, $F_1^j \equiv f_{0,1}^j \hat{S} \hat{\sigma}$ can be scaled on top of each other using the scale $T_h$. Although, this collapse can be obtained in both approaches, there is an $\approx 20\%$ jump at $\omega = 0$ in the NRG results while the DM-NRG results are continuous there. It is possible to eliminate the jump in the NRG results by determining the phase shifts from the energy spectrum with high precision [153], but even after these corrections, the results continue to violate the sum rule and numerical errors for low-frequencies remain of the same size as before. Moreover, the ‘universal’ curve obtained by conventional NRG is clearly incorrect and different from the DM-NRG result.

Even more interesting is the contrast to the case of the single-channel Kondo model. There, in the presence of a small magnetic field no such universal peak presents itself. Only magnetic fields of the order of $T_K$ have influence on the low-frequency behavior of the composite fermion’s spectral function and lead to the well-known splitting of the Kondo resonance [154].

Also, if we try to compute the imaginary part of the $T$-matrix of the 2CK model where the local composite fermion spectral functions for both $\uparrow$- and $\downarrow$-spin components have to be summed up, we end up with large numerical errors in the NRG results [140] (see Fig. 3.5), while DM-NRG provides satisfactory results even in this case.

It is thus clear from these examples that the DM-NRG method together with the use of lots of symmetries produces much more reliable results than NRG with non-Abelian symmetries or DM-NRG with only Abelian symmetries, and its use is needed to do computations for more delicate quantum impurity models.

3.4 Summary

We have developed a so-called flexible DM-NRG program [25, 26] which permits the use of an arbitrary number of Abelian and non-Abelian symmetries, and incorporates the spectral-sum preserving density matrix NRG algorithm. The DM-NRG method makes it possible to generate spectral functions that satisfy spectral sum rules with machine precision at $T = 0$. For
calculations with non-zero magnetic field the use of the DM-NRG represents a great advantage over conventional NRG methods [153], which loose spectral weights and violate spectral sum rules. Conventional methods also lead to smaller or bigger jumps in the spectral functions at $\omega = 0$ which hinder the computation of the universal scaling functions provided e.g. by the scale $T_h$ [140]. The DM-NRG method solves all these problems if a sufficient number of multiplets is kept. We have found that for more delicate quantum impurity models like the 2CK model we need to use as many symmetries as possible to perform reliable calculations and to keep the computation time within reasonable limits.

We believe that the method presented here opens up the possibility of carrying out very accurate calculations for multi-channel systems such as multi-dot devices, and even makes it possible to perform reliable DM-NRG–DMFT calculations for periodic impurity models.
4 Two-channel Kondo model

In this chapter we present our results about the dynamical properties of the 2-Channel Kondo Model (2CKM). In Section 4.1 we motivate our work on the 2CKM by discussing its relevance in the description of Non-Fermi Liquid (NFL) phenomena. In Section 4.2 follows further motivation with the details of the recent experiment of Potok et al. realizing the 2-Channel Kondo (2CK) state [23]. To gain a broader perspective this section also contains discussion about single electron transistors and the Coulomb blockade phenomenon in Subsection 4.2.2 as well as about the observation of the one-channel Kondo effect in quantum dots in Subsection 4.2.3. Section 4.3 contains our results about dynamical correlations in the 2CKM. In Subsection 4.3.1 we use boundary conformal field theory to classify the boundary highest-weight fields of the electron-hole symmetrical 2CKM by their quantum numbers and identify the relevant perturbations around the 2CK fixed point. Based on this classification the fields are then expanded in leading order in terms of the operators of the free theory. In Subsection 4.3.2 we describe the technical details of our DM-NRG calculations. In Subsections 4.3.3 and 4.3.4 we study the real and the imaginary parts of the retarded Green’s functions of the local fermions, the impurity spin and the local superconducting order parameters. In each of these subsections we first discuss the analytic forms of the susceptibilities in the asymptotic regions of the two-channel and single-channel Kondo scaling regimes, as they follow from scaling arguments. Then we confirm our predictions by demonstrating how the expected corrections due to the relevant perturbations and the leading irrelevant operator present themselves in the DM-NRG data. Furthermore we determine the boundaries of the 2CK scaling regimes and derive universal scaling curves connecting the FL and NFL fixed points for each operator under study. In Subsection 4.3.6 the effects of electron-hole symmetry breaking are investigated. Finally, our conclusions are drawn in Subsection 4.3.8.

4.1 Non-Fermi liquid behavior

Deviations from Fermi liquid-like behavior observed e.g. in the metallic state of high-temperature cuprate superconductors [1, 2], or in heavy fermion systems [3, 4] prompted experts to find out what is behind these phenomena. Two models that became paradigms for describing NFL physics are the Tomonaga–Luttinger liquid [172, 173, 179, 180, 181, 182] and the overscreened multi-channel Kondo model [174, 175, 176, 177] The former one accounts for the behavior of one-dimensional interacting electron systems, while in the latter a spin degree of freedom couples to several degenerate bands of non-interacting electrons. Apart from them, the emergence of NFL physics has also been ascribed to the effect of disorder in disordered Kondo alloys [183] and possibly in doped semiconductors [184, 185]. It can also appear as a consequence of the

\[^{1}\text{Overscreened Kondo models are characterized by the relation } k > 2 S, \text{ with } k \text{ the number of electron channels (or flavors) and } S \text{ the value of the impurity spin.}\]
quantum fluctuations of an order parameter or some collective modes, as is the case in the vicinity of many quantum phase transitions \cite{176,178}.

In this chapter we study a variant of the overscreened multi-channel Kondo model, the spin-half, two-channel Kondo (2CK) model introduced by Nozières and Blandin \cite{186}, which is the simplest prototypical example of non-Fermi liquid quantum impurity models. It has been proposed to describe a variety of systems including dilute heavy fermion compounds \cite{176}, tunneling impurities in disordered metals and doped semiconductors \cite{187,188,189}.

The 2CKM consists of a spin-half local moment which is coupled through antiferromagnetic exchange interactions to two channels of conduction electrons (as in Eq. (2.55) with $\alpha \in \{1, 2\}$). Electrons in both channels try to screen the impurity spin. If the coupling of the spin to one of the channels is stronger than to the other then electrons in the more strongly coupled channel screen the spin, while the other channel becomes decoupled. However, for equal exchange couplings, the competition between the two channels leads to overscreening and results in non-Fermi liquid behavior. Among others, it is characterized by a non-trivial zero temperature residual entropy in the infinite volume limit, a square root-like temperature dependence of the differential conductance, a logarithmic divergence of the spin susceptibility and the linear specific heat coefficient at low temperatures \cite{176}. This unusual and fragile ground state cannot be described within the framework of Nozières’ Fermi liquid theory \cite{70}.

From the experimental point of view the 2CK along with the two-impurity Kondo physics are two leading candidates for creating NFL phenomena and studying them in a well-controlled way. Indeed, the observation of the 2CK state in a double dot system proposed by Oreg and Goldhaber-Gordon \cite{149} has recently been achieved \cite{23}. Although these measurements were restricted quantities, like the voltage dependence of the differential conductance at non-zero temperatures, dynamical quantities also reflect the vicinity of the 2CK fixed point (see Section 4.3). In fact, apart from maybe the scattering states Bethe ansatz \cite{198}, theories are lacking to calculate properties out-of-equilibrium like the voltage dependence of the differential conductance in the strong coupling regime. However, one can take hints from scaling analyses and assume that the differential conductance as a function of the source-drain voltage in the setup discussed in Subsection 4.2.4 should follow the same power law behavior as the function of frequency or temperature. Therefore to motivate our studies of the 2CKM from the experimental perspective we present the details of this experiment in Section 4.2.

Being a prototypical example of non-Fermi liquid models, the 2CKM has already been investigated with a number of methods. These include non-perturbative techniques like the Bethe Ansatz, which gives full account of the thermodynamic properties \cite{63,64}, boundary conformal field theory \cite{27}, which describes the vicinity of the fixed points, and NRG \cite{110,190}. Other less powerful approximate methods such as the Yuval–Anderson approach \cite{111}, Abelian bosonization \cite{28}, large-$f$ expansion \cite{73,191}, and the non-crossing approximation \cite{72} have also been used to study the 2CKM successfully.

Despite this extensive work, little has been published about dynamical correlation functions such as the spin susceptibility, local charge and superconducting susceptibilities. Even the detailed properties of the $T$-matrix, or in other terms the reducible self-energy have only been computed earlier using conformal field theory, which is rather limited in energy range, and by the non-crossing approximation, which is not well-controlled and is unable to describe the Fermi liquid cross-over \cite{103,104}. It was also possible to compute some of the dynamical correlation functions in case of extreme spin anisotropy using Abelian bosonization results \cite{28}, though
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these calculations reproduce only partly the generic features of the spin-isotropic model \[195\].

Local correlations in the two-channel Anderson model around its non-Fermi liquid fixed point have already been investigated to a certain extent with the use of NRG, although in the absence of channel anisotropy and magnetic field \[196, 197\]. However, a thorough NRG analysis of the zero temperature $T$-matrix of the 2CKM has been carried out only very recently \[140, 192\], and the $T \neq 0$ analysis still needs to be done.

Our aim was to fill this gap by giving a comprehensive analysis of the local correlation functions at zero temperature using NRG. However, in the vicinity of the rather delicate two-channel Kondo fixed point, the conventional NRG method fails and its further developed version, the density matrix-NRG (see Chapter 3) needs to be applied. Furthermore, a rather large number of multiplets must be kept to achieve good accuracy. We have therefore calculated the real and the imaginary parts of various local correlation functions with the spectral sum conserving DM-NRG method, where we use non-Abelian symmetries in a flexible way \[90\].

To identify the relevant perturbations around the NFL fixed point we apply boundary conformal field theory (see Subsection 4.3.1). Then we systematically study how the vicinity of fixed points and the introduction of relevant perturbations such as a finite channel anisotropy or a finite magnetic field influence the form of dynamical response functions at zero temperature. We mainly focus on the strong coupling regime of the 2CK model and the universal cross-over functions in the proximity of this region induced by an external magnetic field or channel anisotropy. These cross-over functions, describing the cross-over from the non-Fermi liquid fixed point to a Fermi liquid fixed point, as well as the response functions can currently be computed reliably at all energy scales only with NRG. However, we shall be able to use the results of boundary conformal field theory, more precisely, the knowledge of the operator content of the two-channel Kondo fixed point and the scaling dimensions of the various perturbations around it, to make very general statements on the analytic properties of the various Green’s functions.

4.2 Observation of the two-channel Kondo effect

Here we present the particulars of the experiment of Potok et al. \[23\]. To facilitate the understanding and give a broader view we talk about quantum dots and their usage in single electron transistors, and related phenomena like the Coulomb blockade and the single-channel Kondo effect. Then we turn our attention to the specific double dot setup that was used to justify the feasibility of the 2CK state.

4.2.1 Quantum dots

In common electric circuits as e.g. in nanosize transistors on a memory chip the current is carried by a huge number of electrons without the quantization of charge playing a role. However in the last two decades or so, it became possible to fabricate nanosize devices and electric circuits with increased sensitivity that operate on the principle of charge and energy quantization. Such a mesoscopic device is e.g. a single electron transistor (SET) \[158, 203\] whose essential constituents are a few electrons on a small island connected to the rest of the world only through tunneling barriers. This small droplet of electrons is also called quantum dot (QD) or artificial atom \[167, 169, 156, 157, 161\], and the rest of the world could mean leads or other quantum dots.

\^now with a length of 45 nm by Intel®
Apart from their use e.g. in LED’s, solar cells and possibly in quantum computing, they serve as a playground to study a profusion of phenomena. Here we focus on their low-energy transport properties and especially on their displaying the one- and the two-channel Kondo effects [151, 23].

Quantum dots have been created in a number of ways. One is by applying negative voltage to metallic gate electrodes on top of a semiconducting heterostructure, such as GaAs/AlGaAs, which contains a two-dimensional electron gas (2DEG) at the interface [144, 145, 146, 147, 145, 151]. Applying negative voltages leads to the depletion of the 2DEG underneath the gates and can be used to confine electrons in a quasi-2D region of a length of the order of a hundred nanometers. The gate electrodes and thus the size and the shape of the dot are tailored by lithographic patterning. Another possibility instead of using gate electrodes is etching a predefined geometry into the structure. In each case this arrangement is called lateral quantum dot.

Vertical quantum dots are another common type for experimental purposes [164, 165, 166]. There the dot corresponds to a few nanometer thick disc (e.g. of InGaAs) in a layered double barrier heterostructure, and the electrons are confined by the edges of this disc. The tunneling barriers could be made of thin AlGaAs films acting as insulators, and the leads of doped GaAs situated at the top and the bottom. Such a structure can for instance be grown by molecular beam epitaxy [168].

In semiconductors the de Broglie wavelength is relatively large. It is of the order of a few tens of nanometers and hence comparable to the size of the QD which makes quantization effects such as the discreteness of the excitation spectrum appreciable at low-temperatures. Thus one characteristic energy scale of a QD is the average level spacing $\delta E$ in its spectrum. It scales with $L$ the linear extent of the dot and the electron DOS $\rho$ in 2D as [170, 202]

$$\delta E \approx \frac{1}{\rho L^2} \propto \frac{E_F}{(k_F L)^2},$$

with the area of the QD approximated by $L^2$. As the electron DOS in metals is larger than in semiconductors, it is possible to fabricate metallic QD’s with quasi-continuous spectrum made of Al. They are called metallic grains or islands.

Another relevant energy scale is $E_C$, the charging energy of the dot, which is roughly the energy required to add one electron to the dot and stems from the Coulomb interaction between dot electrons [155]. A crude estimate for it is

$$E_C \approx \frac{e^2}{\varepsilon_0 L},$$

with $e$ the electron charge and $\varepsilon_0$ the dielectric constant.

In semiconducting QD’s $E_C$ is usually orders of magnitude larger than $\delta E$. Typically $E_C$ is in the range of $1 - 10$ meV corresponding to $10 - 100$ K whereas $\delta E$ is between $2 - 100$ $\mu$eV, i.e. between $25$ mK – $1$ K. So for the one-electron phenomena to become observable one needs to go below the temperature set by $E_C$. The charging energy, as it is calculated in Subsection 4.2.2, is inversely proportional to the capacitance of the dot. Thus with a control over the smallness of the dot the one-electron phenomena is experimentally accessible. In the following Subsection 4.2.2 we derive the charging energy of the single electron transistor shown in Fig. 4.1 and then discuss some qualitative features of electron transport through the dot.
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Figure 4.1: Single electron transistor

4.2.2 Charging energy and Coulomb blockade in a single electron transistor

First we calculate the electrostatic energy of the system shown in Fig. 4.1 which is the electric circuit equivalent of the single electron transistor with a QD in the center coupled to left ($L$) and right ($R$) leads, or by analogy with field-effect transistors corresponding to the source and drain. When the tunnel junctions are well characterized by the capacitances $C_L$ and $C_R$, we can describe the Coulomb interaction between the dot electrons by the classical electrostatic energy. To promote better understanding and as it is a frequently used formula, next follows its derivation taken from Refs. [162, 163].

The total energy of the system (after the last tunneling) is given by its electrostatic energy and the work done by the voltage sources. Now we calculate only the electrostatic part. The Lagrangian of the system reads

$$L_{\text{elstat}}^\text{SET} (\phi_G, \dot{\phi}_G) = \frac{1}{2} \left( C_G \dot{\phi}_G^2 + C_L \dot{\phi}_L^2 + C_R \dot{\phi}_R^2 \right), \quad (4.3)$$

with $C_L$, $C_R$ and $C_G$ the capacitances and $\phi_L$, $\phi_R$ and $\phi_G$ the corresponding phases with their orientations chosen as in Fig. 4.1. These phases have been introduced to make connection with the Lagrangian formalism. Their time derivative is the voltage difference between the two sides of the corresponding capacitor [163].

In loops $L$ and $R$ the loop rule constrains the variables as

$$V_L + \dot{\phi}_L + \dot{\phi}_G - V_G = 0, \quad (4.4)$$

$$V_G - \dot{\phi}_G + \dot{\phi}_R - V_R = 0, \quad (4.5)$$

which leave us with only one independent variable denoted to be $\phi_G$ in Eq. (4.18). Now we change this to be the phase at point $A$ where the dot is located

$$\dot{\phi}_A \equiv V_L + \dot{\phi}_L, \quad (4.6)$$
and reexpress $\mathcal{L}_{\text{SET}}^{\text{elstat}}$ in terms of it as

$$
\mathcal{L}_{\text{SET}}^{\text{elstat}}(\phi_A, \dot{\phi}_A) = \frac{1}{2} \left( C \dot{\phi}_A^2 - 2 e N \dot{\phi}_A + C_G V_G^2 + C_L V_L^2 + C_R V_R^2 \right), \quad (4.7)
$$

with the notations $C \equiv C_L + C_R + C_G$ the total dot capacitance, $e N \equiv C_L V_L + C_R V_R + C_G V_G$ the external charge and $e$ the absolute value of the electron charge. As we see, $N$ can be tuned continuously e.g. by the changing gate voltage $V_G$.

By performing a Legendre transformation we obtain the Hamiltonian from $\mathcal{L}_{\text{SET}}^{\text{elstat}}$ as

$$
\mathcal{H}_{\text{SET}}^{\text{elstat}}(\phi_A, Q_A) = \frac{\partial \mathcal{L}}{\partial \dot{\phi}_A} \dot{\phi}_A - \mathcal{L} = \frac{1}{2} \left[ \frac{(Q_A + e N)^2}{C} - C_G V_G^2 - C_L V_L^2 - C_R V_R^2 \right]
$$

$$
\equiv E_C (n - N)^2 - \frac{1}{2} \left( C_G V_G^2 + C_L V_L^2 + C_R V_R^2 \right) \equiv \mathcal{H}_C(n, N) + \text{cst}, \quad (4.8)
$$

where the charge on the dot $Q_A \equiv \frac{\partial \mathcal{L}}{\partial \phi_A} = C \dot{\phi}_A - e N$ is the variable canonically conjugate to $\phi_A$. Thus the term $\mathcal{H}_C(n, N) \equiv E_C (n - N)^2$ accounts for the Coulomb interaction, with $n$ the excess electron number on the dot: $- e n \equiv Q_A$. Note that in Eq. (4.8) we have not included the work done by the voltage sources which is needed to transport back the electrons after tunneling through the circuit to retain the equilibrium. The factor $E_C \equiv e^2 / 2 C$ is called the charging energy. It takes $\approx E_C + \delta E$ amount of energy to charge the dot by one electron as compared to its ground state, where $n$ assumes the value of the integer closest to $N$. So by tuning $V_G$ we can adjust the chemical potential, $\mu$ of the QD at will. This classical description permits the understanding of the Coulomb blockade phenomenon, and explains why it is called a transistor [159, 160].

To simplify the situation let us assume a symmetric setup with $C_L = C_R$ and $V/2 \equiv V_L = -V_R$. A transport voltage $V$ can be switched on to drive current through the dot. For small

![Graph showing conductance through the quantum dot in the single electron transistor as a function of N for the regime $k_B T_K \ll k_B T \ll E_C$ (solid line), and for $T \ll T_K$ (dotted line).]
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capacitance \( C \), low temperature and transport voltage, and weak coupling or hybridization, \( \Delta \) (see Eq. (2.31)) between the dot and the leads: \( k_B T, eV, \Delta \ll E_C \), the Coulomb interaction between the dot electrons is dominant. As it is depicted in Fig. 4.2, the transport is not suppressed only near the charge degeneracy points of the dot described by the condition \( \mathcal{H}_C(n, N) = \mathcal{H}_C(n + 1, N) \), that is when \( N \) is half-integer. Here at finite \( V \) and weak coupling, \( \Delta \ll k_B T \) the transport is dominated by first order processes called sequential tunneling, meaning that when one electron enters the dot, one must leave it before the next one could enter.

By raising \( V \) and keeping \( V_G \) fixed, the level structure of the dot can be mapped, since the appearance of new levels in the transport window, \([\mu - eV/2, \mu + eV/2] \), corresponds to the opening up of new tunneling channels.

For \( N \) not a half-integer, i.e. in the Coulomb blockade regimes the transport is suppressed, and the number of dot electrons, \( n \) is set by the gate voltage. The system is called transistor since by tuning the gate voltage the current can be switched on and off,—although doubts have been raised whether such single electron transistors would ever replace the conventional field-effect transistors [171]. For fixed \( V \) and with increasing \( V_G \) the dot gets filled up in a step-like fashion, (if the steps do not get smeared out by the temperature and the hybridization between the dot and the leads). Consequently the current, \( I \) and the differential conductance, \( G \equiv \lim_{V \to 0} \partial I/\partial V \) show a periodic structure as a function of \( V_G \). There are peaks in the conductance, separated approximately by the period \( \Delta V_G \approx e/C + \delta E/(2e) \), which covers the activation energy needed to reach the next level in the dot. This period can be used to measure \( E_C \) when \( \delta E \ll E_C \). The resonance widths are approximately given by \( \max(\Delta, k_B T) \). When \( \delta E \ll k_B T \ll E_C \), in the Coulomb blockade regimes the sequential tunneling is suppressed, but other processes such as elastic and inelastic co-tunneling and higher order processes are still possible and give rise to a finite conductance [204]. As we lower the temperature below the level spacing, \( k_B T \ll \delta E \) the inelastic tunneling processes, which would leave behind electron-hole excitations in the dot, die out and the transport properties strongly depend on the parity of the number of dot electrons (see Fig. 4.2).

This qualitative picture can be made quantitative on applying e.g. the real-time transport theory [206] which can be used to perform systematic diagrammatic expansion in non-equilibrium situations, and which can even account for e.g. resonant tunneling with an arbitrary number of tunneling events beyond zeroth order or co-tunneling [208]. Still for odd number of dot electrons under appropriate circumstances, below a certain temperature, called the Kondo temperature \( (T_K) \), strong, so-called Kondo correlations could develop. There the higher order tunneling processes dominate the transport properties.

4.2.3 Kondo effect in a single electron transistor

The canonical model for localized electrons – such as e.g. dot electrons in case of weak coupling to the environment – interacting with delocalized electrons – like conduction electrons in leads – is the Anderson model [51] (see Eq. (2.23)). To adjust this model to the description of a SET we introduce two types of operators \( c_{i,\mu}^\dagger(\vec{k}) \) that create spin-\( \mu \) conduction electrons with standing wave wavefunction in lead \( \alpha = L, R \), and write the tunneling part as

\[
\mathcal{H}_A^t = \sum_{i,\mu,\alpha \in \{L, R\}, \vec{k}} t_\alpha \left( c_{i,\mu}^\dagger(\vec{k}) d_{i,\mu} + h.c. \right),
\]

(4.9)

In this situation the current may even get suppressed with increasing \( V \) due to the coupling between the levels.
where $d_{i}^{\dagger}$ creates an electron to the $i^{th}$ level of the QD. Realizing that from the even and odd combinations

$$
\psi_{\mu,e}(\vec{k}) \equiv \frac{t_{L} c_{\mu,L}(\vec{k}) + t_{R} c_{\mu,R}(\vec{k})}{t} 
$$

and

$$
\psi_{\mu,o}(\vec{k}) \equiv \frac{t_{R} c_{\mu,L}(\vec{k}) - t_{L} c_{\mu,R}(\vec{k})}{t}
$$

with $t = \sqrt{t_{L}^{2} + t_{R}^{2}}$, only the even channel couples to the dot electrons, makes the calculations simpler, since due to the mixing between the $L$ and $R$ lead electrons the problem can be handled by an effective single-channel description. In the impurity or dot part of the Hamiltonian we can take into account several types of intradot interactions. Now we consider only the Coulomb repulsion besides the non-interacting part

$$
H_{A}^{d} = \sum_{i,\mu} \epsilon_{i} n_{i,\mu} + \frac{U}{2} \sum_{\{i,\mu\} \neq \{j,\nu\}} n_{i,\mu} n_{j,\nu},
$$

with $n_{i,\mu} \equiv d_{i,\mu}^{\dagger} d_{i,\mu}$. Clearly, the average level spacing of the dot is coded in the level distribution, $\epsilon_{i}$, whereas $U = 2E_{C}$ and when $eV < k_{B}T$ the Fermi level can be estimated by that of the left or right leads, since then $\epsilon_{F,L} = \epsilon_{F,R}$. The dot-lead tunneling amplitude can also be tuned e.g. in lateral QD’s by changing the voltage on the gates that created the tunneling barriers in the 2DEG.

As it has already been mentioned in Section 2.2, the Anderson model in its local moment regime can be shown to correspond to an effective Kondo model. This regime is characterized by an odd number of impurity or dot electrons and by the relations written down in Eq. (2.9). This correspondence was first established in the paper of Schrieffer and Wolff [54], and was later refined by Kehrein [55]. Based on it it was predicted already in 1988 [205, 207] that by tuning the temperature and the SET parameters: $E_{C}$, $\delta E$ and the tunneling barriers appropriately, the Kondo effect should be observable in quantum dots in the form of an enhanced conductance in the Coulomb blockade valleys with odd number of dot electrons. This enhanced conductance, which can even reach the unitary limit, $2e^{2}/h$, can be comprehended as follows.

At sufficiently low temperatures (or frequencies) with odd number of dot electrons, it is enough to take into account only the singly occupied level closest to the Fermi surface in order to gain an effective description. In this regime second order elastic co-tunneling processes could still occur where an incoming electron with a spin alignment different from that of the dot spin gets scattered through a virtual excited dot state. Due to the spin degeneracy in the ground state of the isolated dot these processes may flip the dot spin or leave it unchanged, but in any case lower the energy of the system. This implies that anti-parallel spin alignment between the dot and the lead electrons is favored and thus hints at an antiferromagnetic exchange coupling in the effective Kondo Hamiltonian. Perturbation theory in the exchange coupling shows that below a certain energy scale the spin-flip scattering processes dominate and lead to divergent scattering amplitude in leading order [32]. The energy scale where this divergence sets in is called the Kondo temperature, $T_{K}$.

As it was first suggested by Anderson’s poor man’s scaling analysis [57] and later got numerical confirmation by Wilson’s NRG [30], in the low-frequency limit the single-channel Kondo model

\footnote{Note that the odd channel can be omitted only for $V \to 0$, that is in equilibrium.}
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evolves toward a fixed point where the effective exchange interaction between the localized spin
and the conduction electrons is infinitely strong. This manifests itself in the screening of the
dot spin and a formation of a singlet many-body ground state meaning that the unpaired dot
electron and a conduction electron form a spin singlet with a binding energy \( \approx k_B T_K \).

Based on the picture above, Nozières was the first to realize that the low-energy system
properties can be understood in terms of Landau’s Fermi liquid theory [70] which presumes
that the low-lying excitations of the system can be mapped to that of a non-interacting one.
It hinges on that below \( T_K \) the spin of the dot disappears from the problem leaving behind
a structureless local scattering potential. This indicates the appearance of a resonance, the
so-called Kondo or Abrikosov–Suhl resonance [39] [217] [216] in the \( d \)-electron spectral function
at the Fermi level in the electron-hole symmetrical case.

Our next goal is to obtain the maximal possible conductance through the dot. More precisely
we are only able to calculate the linear conductance, that is one more reason why we have
assumed a vanishing source-drain voltage initially. In case of the single-impurity Anderson
model the linear conductance is given by the Landauer formula generalized for local interactions
as

\[
G = \frac{e^2}{h} \int d\epsilon \left( -\frac{d f(\epsilon)}{d\epsilon} \right) 4\pi^2 \rho(\epsilon) \frac{|t_L|^2 |t_R|^2}{|t_L|^2 + |t_R|^2} \varrho_d(\epsilon),
\]

(4.15)

with \( f(\epsilon) \) the Fermi distribution, \( \rho(\epsilon) \) the lead electron DOS and \( \varrho_d(\epsilon) \) the \( d \)-level spectral
function. At \( T = 0 \) this formula simplifies considerably. By knowing that below \( T_K \) in the
\( d \)-level spectral function the so-called Kondo resonance develops at the Fermi level which in the
large bandwidth limit can be approximated by a Lorentzian peak as

\[
\varrho_d(\epsilon) = \frac{1}{\pi (\epsilon - \epsilon_F)^2 + \Delta^2},
\]

(4.16)

with \( \Delta \) the hybridization defined as previously, we get that the linear conductance reaches its
maximum \( 2e^2/h \) for \( |t_L| = |t_R| \) at \( T = 0 \) at the Fermi level. The value of \( \varrho_d(\epsilon_F) \) can

\[5\] The value of \( T_K \) can be estimated e.g. by using the poor man’s scaling approach [58]. Such an estimate is
useful in the experiments when setting the temperature.

\[6\] Related to the previous footnote is that another possibility is to extract \( T_K \) from the susceptibility of the
impurity spin. At weak-coupling, i.e. at high frequencies the impurity is essentially free, decoupled from the
conduction electrons which leads to an impurity susceptibility \( \propto \omega^{-1} \), which is called Curie–Weiss suscepti-
bility. On the other hand for low-temperatures Fermi liquid theory predicts a linear frequency-dependence.
We can read out \( T_K \) as the crossover energy scale matching these two types of behaviors.

The following simple calculation shows that the free spin susceptibility is indeed of Curie–Weiss form.
Consider a system with two spin states: \( S_z = \pm \frac{1}{2} \). If the Hamiltonian is simply given by \( -\mu HS_z \) with
\( \mu = g\mu_B \) : the magnetic moment, \( g : \) the gyromagnetic constant, \( \mu_B = e\hbar/(2mc) \) : the Bohr magneton,
and \( H \) the magnetic field, then the magnetization, \( M \) at temperature \( T \) is

\[
M = \frac{\mu}{2} \frac{\text{Tr} \{ S_z \exp[\mu H S_z / (k_B T)] \}}{\text{Tr} \{ \exp[\mu H S_z / (k_B T)] \}} = \frac{\mu}{2} \tanh\left( \frac{\mu H}{2 k_B T} \right)
\]

(4.13)

thus the susceptibility (\( \chi \equiv \frac{\partial M}{\partial H} \big|_{H=0} \)) is

\[
\chi = \frac{\mu^2}{4 k_B T}
\]

(4.14)
Figure 4.3: The double dot device (left) and its electric circuit equivalent (below) that was used to justify the existence of the 2CK state. The small dot in the center couples to a large dot (2) and to a left and a right lead (1L and 1R) via the hopping amplitudes, $t_L$ and $t_R$. The small dot has a large level spacing ($\delta E_s$), and the large dot is characterized by a vanishing level spacing ($\delta E_l$). The temperature is set so that both dots are in the Coulomb blockade regime and $\delta E_l \ll T \ll \delta E_s$. As a result, only spin exchange is possible between the dots.

also be obtained from scattering theory by applying Friedel’s sum rule $[105]$, which relates the single-particle scattering phase shifts, $\delta_{\mu}(\epsilon)$, to the number of displaced electrons, $N$ due to the screening of the dot spin

$$\delta_{\uparrow}(\epsilon_F) + \delta_{\downarrow}(\epsilon_F) = \pi N.$$  

In the case of one spin-half unpaired dot electron $N = 1$ and when there is no magnetic field $\delta_{\uparrow}(\epsilon_F) = \delta_{\downarrow}(\epsilon_F) = \pi/2$.

The first observation of the Kondo effect in QD’s had to be waited until 1998 $[151]$, whereas reaching the unitary limit was first reported in Ref. $[209]$ in 2000.

4.2.4 Two-channel Kondo effect in a double dot system

Unlike the 1CK effect, the 2CK effect is not expected to occur in metals with magnetic impurities because its being unstable to channel anisotropy and other perturbations that are usually present (see Subsection 4.3.1). Recently a single electron transistor was designed and built to justify the existence of the 2CK state $[149, 23]$. The setup is depicted in Fig. 4.3. It consists of a small dot coupled to a large dot and to two leads. The spin of the small dot in the center plays the role of the impurity, whereas in the appropriate temperature domain, the large dot and the even combination of left and right lead electrons (cf. Eq. (4.10)) correspond to two independent
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screening channels. Clearly, the large dot has to be large enough so that it has a relatively small level spacing and thus can operate as a conduction electron reservoir. That is the temperature must be in the range $\delta E_l \ll T \ll \delta E_s$, with $\delta E_l$ and $\delta E_s$ the level spacing of the large and small dot, respectively. The temperature needs to be set so that both dots are in the Coulomb blockade regime, and thus no mixing occurs between the screening channels. In this arrangement only spin exchange is possible between the small dot and the screening channels.

It is instructive to determine the electrostatic part of the Hamiltonian of this double dot system. It can be expressed much the same way as it was done in Subsection 4.2.2 for a simpler single electron transistor, therefore we do not present the details of the calculations only the initial conditions and the conclusions.

The electric circuit equivalent of the setup is shown in Fig. 4.3. The Lagrangian is given by

$$L_{elstat}^{DD}(\phi_m, \dot{\phi}_m, \phi_d, \dot{\phi}_d) = \frac{1}{2} \sum_{i \in \{1,2,m,d\}} C_i \dot{\phi}_i^2, \quad (4.18)$$

with $C_i$ and $\phi_i$ the corresponding capacitances and phases. The large and small dots are located at $m$ and $d$, respectively. We assume $C_m$ to be much larger than the other capacitances to have a quasi-continuous spectrum in the large dot. Due to the loop rules there are two independent variables which we choose to be the two phases at the islands $m$ and $d$, as eventually we would like to express the Hamiltonian in terms of the accumulated excess charges, $n_d$ and $n_m$ on the islands of the small and the large dots. By inspection it turns out the dominant energy scale is the charging energy of the small dot. Additionally there will be subleading terms in the electrostatic energy that describe the charging energy of the large dot and the interaction between the two dots due to their coupling via the capacitor $\mu$

$$\mathcal{H}_{elstat}^{DD}(n_d, n_m) = \frac{e^2}{2 \tilde{C}_d} (n_d - N_d)^2 + E_{sl}(n_d, n_m), \quad (4.19)$$

with $\tilde{C}_d = C_\mu + C_2 + C_d$ the total capacitance of the small dot, and $N_d = C_d V_d/e$. The rest of the Hamiltonian assumes the usual non-interacting Anderson Hamiltonian form with possible tunneling only between the small dot and leads and between the small and large dots.

When the temperature is lowered below the charging energy of the large dot then only spin exchange is possible between the small dot and the appointed screening channels. It is crucial that in this setup one has a precise control over the coupling between the small dot and the two screening channels. Thus it is possible to fine-tune the gate voltages so as to equalize the exchange couplings for the two channels and produce 2CK physics. The 2CK physics presents itself in the specific form of the linear conductance, $G$. Based on conformal field theory, for temperatures below $T_K$ in the regime $e V < k_B T$, $G$ should display quadratic voltage dependence, whereas for approximately $3 k_B T < e V$, it should switch to a square root-like voltage dependence (see Fig. 4.3).
4 Two-channel Kondo model

4.3 Dynamical correlations in the two-channel Kondo model

4.3.1 Operator spectrum of the 2CK fixed point

To start our conformal field theoretical investigations we get back to the $s$-channel part of the Hamiltonian in Eq. (2.66) for the two-channel case

$$\mathcal{H}_{2CK}^s = \sum_{\alpha,\mu} \int dk \epsilon(k) a^{\dagger}_{\alpha\mu}(k) a_{\alpha\mu}(k) + \frac{V}{(2\pi)^3} \bar{S} \sum_{\alpha,\mu,\nu} \tilde{J}_\alpha \tilde{\Psi}^{\dagger}_{\alpha\mu}(0) \frac{\bar{\sigma}_{\mu\nu}}{2} \tilde{\Psi}_{\alpha\nu}(0).$$

(4.20)

This Hamiltonian possesses various symmetries. To see it, it is worth introducing left- and right-moving fermion fields for $r \geq 0$ as

$$\psi_{L/R,\alpha,\mu}(r) \equiv \int \frac{D F}{v F} dke^{ipkr} a_{\alpha,\mu}(k + k_F),$$

(4.21)

with $\epsilon_F = v_F k_F$ and $p = \pm$ for right- and left-movers, respectively. In terms of these fields (suppressing channel and spin indices)

$$\tilde{\Psi}(r) \approx \sqrt{\pi ir} \left[ e^{ik_F r} \psi_R(r) - e^{-ik_F r} \psi_L(r) \right],$$

(4.22)

(cf. Eq. (2.64)). Since $\psi_R(0) = \psi_L(0)$, $\lim_{r \to 0} \tilde{\Psi}(r)$ exists. We extend the fields to negative space coordinates as $\psi_{L(-x)} \equiv \psi_R(x)$. Next we linearize the dispersion around $\epsilon_F$: $\epsilon(k) = v_F (k - k_F)$ and express the free part of the Hamiltonian solely in terms of $\psi_L$ as

$$\mathcal{H}_{2CK}^{\text{free}} \approx iv_F \sum_{\alpha,\mu} \int_{-\infty}^{\infty} dx \frac{2\pi}{\epsilon_F} \psi^{\dagger}_{L,\alpha,\mu}(x) \partial_x \psi_{L,\alpha,\mu}(x),$$

(4.23)

whereas the interaction part becomes

$$\mathcal{H}_{2CK}^{\text{int}} \approx \bar{S} v_F \sum_{\alpha,\mu,\nu} \tilde{J}_\alpha \psi^{\dagger}_{L,\alpha,\mu}(0) \frac{\bar{\sigma}_{\mu\nu}}{2} \psi_{L,\alpha,\nu}(0),$$

(4.24)

with $\tilde{J}_\alpha = \tilde{J}_\alpha k_F^2 V / (2\pi^2 v_F) = \tilde{J}_\alpha \rho(0)$ being the dimensionless coupling as before. In the following we suppress the index $L : \psi_{L,\alpha,\nu} \rightarrow \psi_{\alpha,\nu}$, since right-moving fields will not appear in the formulas. Then the total spin operators $\mathcal{J}^i$ defined as

$$\mathcal{J}^i \equiv S^i + \int \frac{dx}{2\pi} J^i(x),$$

(4.25)

$$J^i(x) \equiv \frac{1}{2} \sum_{\alpha,\mu} :\psi_{\alpha,\mu}^\dagger(x) \sigma_{\mu,\nu}^i \psi_{\alpha,\nu}(x):,$$

(4.26)

commute with the Hamiltonian and satisfy the standard SU(2) algebra,

$$[\mathcal{J}^i, \mathcal{J}^j] = i\epsilon^{ijk} \mathcal{J}^k,$$

(4.27)

7Throughout the calculations we use units of $\hbar = k_B = 1$.

8From now on we use units of $v_F = 1$. 
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(cf. Eq. 4.20). In Eq. 4.20 we introduced the normal ordering : ... : with respect to the non-interacting Fermi sea to set the energy of the filled Fermi sea to zero. In a similar way we can define the “charge spin” (or isospin) density operators, for the channels $\alpha = 1, 2$ respectively as

$$ C_\alpha^+(x) = \psi_{\alpha,\uparrow}^\dagger(x) \psi_{\alpha,\downarrow}^\dagger(x) , $$
$$ C_\alpha^0(x) = \frac{1}{2} \sum_\mu : \psi_{\alpha,\mu}^\dagger(x) \psi_{\alpha,\mu}(x) : , $$
$$ C_\alpha^-(x) = \psi_{\alpha,\downarrow}(x) \psi_{\alpha,\uparrow}(x) , $$

with $C_\alpha^\pm(x) \equiv C_\alpha^0(x) \pm i C_\alpha^z(x) , \text{ and the corresponding symmetry generators}$

$$ \mathcal{C}_\alpha^i \equiv \int \frac{dx}{2\pi} C_\alpha^i(x) \quad (i = x, y, z) . $$

The generators $\mathcal{C}_\alpha^i$, which are related to the electron-hole symmetry [106, 107, 108], and satisfy the same SU(2) algebra as the $\mathcal{J}^i$’s,

$$ \left[ \mathcal{C}_\alpha^i, \mathcal{C}_\beta^j \right] = i\delta_{\alpha\beta} \epsilon^{ijk} \mathcal{C}_\rho^k , $$

and they also commute with the Hamiltonian (cf. Eq. 4.30). Thus the Hamiltonian $\mathcal{H}^s_{2CK}$ has a symmetry $\text{SU}_{C1}(2) \times \text{SU}_{C2}(2) \times \text{SU}_S(2)$ in the charge and spin sectors for arbitrary couplings, $\hat{J}_a$.

The same way as it was discussed in Subsection 3.1.2, these symmetries can be used to label every multiplet in the Hilbert space and every operator multiplet by the eigenvalues $\vec{J}^2 = J(J+1)$ and $\vec{C}^2 = C_\alpha(C_\alpha+1)$.

In the presence of a local magnetic field, i.e. when a term

$$ H_{magn} = - g \mu_B B S^z $$

is added to $\mathcal{H}^s_{2CK}$, the symmetry of the system breaks down to $\text{SU}_{C1}(2) \times \text{SU}_{C2}(2) \times \text{U}_S(1)$, with the symmetry $\text{U}_S(1)$ corresponding to the conservation of the $z$-component of the spin, $\mathcal{J}^z$.

For $\hat{J}_1 = \hat{J}_2 = \hat{J}$ and in the absence of an external magnetic field, the Hamiltonian, $\mathcal{H}^s_{2CK}$ possesses a dynamically generated energy scale, the so-called Kondo temperature,

$$ T_K \approx D_F e^{-1/J} . $$

At this scale perturbative expansions around the free fermion fixed point blow up and the system crosses over to another regime characterized by another fixed point. The definition of $T_K$ is somewhat arbitrary. We define $T_K$ to be the energy $\omega$ at which for $\hat{J}_1 = \hat{J}_2$ the spectral function of the composite fermion drops to half of its value assumed at $\omega = 0$. The reason for this choice is that the composite fermion spectral function is proportional to the reducible self-energy of the conduction electrons which can be related to measurable quantities, e.g. it

---

\textsuperscript{9}This group is a non-trivial subgroup of the $\text{Sp}(4) \times \text{SU}_S(2)$ group which is also a symmetry of the 2CKM for equal exchange coupling as it was established in the paper of Affleck et al. [65].

\textsuperscript{10}From now on we use units where we set $g \mu_B \equiv 1$. 
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determines the differential conductance of the double dot device depicted in Fig. 4.3, as it is discussed in Subsection 4.3.4 (for further details see the end of this Section and Fig. 4.4). For $B = 0$ and $\hat{J}_1 = \hat{J}_2$, below $T_K$ the physics is governed by the so-called two-channel Kondo fixed point.

The physics of the two-channel Kondo fixed point and its vicinity can be captured using conformal field theory. The two-channel Kondo finite size spectrum and its operator content has first been obtained using boundary conformal field theory by Affleck and Ludwig [27]. However, instead of charge SU(2) symmetries, Affleck and Ludwig used flavor SU(2) and charge U(1) symmetries to obtain the fixed point spectrum [27]. The generators of the flavor SU(2) symmetry are

$$T^i = \int \frac{dx}{2\pi} T^i(x),$$
$$T^i(x) = \frac{1}{2} \sum_{\alpha,\beta,\mu} :\psi_{\alpha,\mu}^\dagger(x)\sigma^i_{\alpha\beta}\psi_{\beta,\mu}(x):,$$  

with $T^i(x)$ the flavor density operators. The use of charge SU(2) symmetries, however, has a clear advantage over the flavor symmetry when it comes to performing NRG calculations. While the channel anisotropy violates the flavor symmetry, it does not violate the charge SU(2) symmetries. Therefore, even in the channel anisotropic case, we have three commuting SU(2) symmetries. If we switch on a local magnetic field, only the spin SU(2) symmetry is reduced to its U(1) subgroup. Using charge symmetries permits much more precise calculations, and in fact using them is necessary to obtain accurate enough spectral functions, especially in the presence of magnetic field.

To understand the fixed point spectrum and the operator content of the 2CKM, let us outline the boundary conformal field theory in this $SU_C^1(2) \times SU_C^2(2) \times SU_S(2)$ language. First, we remark that the spin density operators, $J^i(x)$ satisfy the SU(2)$_{k=2}$ Kac–Moody algebra of level $k = 2$ [109, 27],

$$[J^i(x), J^j(x')] = \frac{k}{2} \delta^{ij} \delta'(x-x') + i 2\pi \delta(x-x') \epsilon^{ijk} J^k(x),$$

while the charge density operators, $C^i_\alpha(x)$ satisfy the Kac-Moody algebra of level $k = 1$:

$$[C^i_\alpha(x), C^j_\beta(x')] = \frac{k}{2} \delta^{ij} \delta_{\alpha\beta} \delta'(x-x') + i 2\pi \delta_{\alpha\beta} \delta(x-x') \epsilon^{ijk} C^k_\alpha(x).$$

We can use these current densities and the Sugawara construction to write the kinetic part of the Hamiltonian as

$$\mathcal{H}^{\text{free}}_{\text{2CK}} = \mathcal{H}_C^1 + \mathcal{H}_C^2 + \mathcal{H}_S + \mathcal{H}_I,$$
$$\mathcal{H}_C^\alpha = \frac{1}{3} \int \frac{dx}{2\pi} :\bar{C}_\alpha(x) \bar{C}_\alpha(x):,$$
$$\mathcal{H}_S = \frac{1}{4} \int \frac{dx}{2\pi} :\bar{J}(x) \bar{J}(x):.$$
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\[ C_I C_J J I E_{free} \]

\[
\begin{array}{cccc}
C_I & C_J & J & I & E_{free} \\
0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & \sigma & \frac{1}{2} \\
0 & \frac{1}{2} & \frac{1}{2} & \sigma & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & 1 & \| & 1 \\
\frac{1}{2} & \frac{1}{2} & 0 & \epsilon & 1 \\
\end{array}
\]

<table>
<thead>
<tr>
<th>( C_I )</th>
<th>( C_J )</th>
<th>( J )</th>
<th>( I )</th>
<th>( E_{2CKM} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>( | )</td>
<td>0</td>
</tr>
<tr>
<td>( \frac{1}{2} )</td>
<td>0</td>
<td>0</td>
<td>( \sigma )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>0</td>
<td>( \sigma )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( | )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>1</td>
<td>( \sigma )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( \epsilon )</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.1: Left: Primary fields and the corresponding finite size energies at the free fermion fixed point for anti-periodic boundary conditions. States are classified according to the group SU\(_{C1}(2) \times SU_{C2}(2) \times SU_S(2)\) and the Ising model. The excitation energies \( E_{free} \) are given in units of \( 2\pi/L \), with \( L \) the size of the chiral fermion system. Right: Finite size spectrum at the two-channel Kondo fixed point.

In \( \mathcal{H}^{free}_{2CK} \), the first two terms describe the charge sectors, and have central charge \( c = 1 \), while \( \mathcal{H}_S \) describes the spin sector, and has central charge \( c = 3/2 \). The last term corresponds to the coset space, and must have central charge \( c = 1/2 \), since the free fermion model has central charge \( c = 4 \). This term can thus be identified as the critical Ising model \[200\], having primary fields \( \|, \sigma, \epsilon \) with scaling dimensions \( 0, 1/16, 1/2 \), respectively. We can then carry out the conformal embedding in the usual way, by comparing the finite size spectrum of the free Hamiltonian with that of Eq. (4.36), and identifying the allowed primary fields in the product space. The fusion rules obtained this way are listed on the left side of Table 4.1. The finite size spectrum at the two-channel Kondo fixed point can be derived by fusing with the impurity spin (which couples to the spin sector only) following the operator product expansion of the Wess–Zumino–Novikov–Witten model, \( 1/2 \otimes 0 \to 1/2 \), \( 1/2 \otimes 1/2 \to 0 \oplus 1 \), \( 1/2 \otimes 1 \to 1/2 \) (see RHS of Table 4.1). Finally, the operator content of the fixed point can be found by performing a second fusion with the spin. The results of this double fusion are presented in Table 4.3.1.

In Table 4.3.1 the leading irrelevant operator, \( \mathcal{J}_{-1} \hat{\phi}_s \), is also included; although it is not a primary field \[27\], close to the 2CK fixed point, this operator will also have impact on the form the correlation functions.

Conformal invariance binds the long-time behavior of the correlators of the primary fields, \( \phi(\tau) \) to be

\[
\lim_{\tau \to \infty} \langle \phi(\tau)\phi(0) \rangle \propto \frac{1}{\tau^{2x}},
\]

with \( x \) the scaling dimension of \( \phi \). This would mean no or logarithmic \( \omega \)-dependence around the 2CK fixed point at low-frequencies for the correlators of the primary fields. However, as we shall see, this behavior is modified by the presence of irrelevant perturbations which eventually result in a power law-like behavior.

What remains is to identify the scaling operators in terms of the operators of the non-interacting theory, or more precisely in terms of the local operators acting at the zeroth site of the Wilson chain. There are only five simple operators, \( \hat{S} \) and \( f_{0,\alpha,\mu} \) that satisfy this criterium,
but out of them, based on simple combinatorics, we can form all together 139 different local irreducible tensor operators not including the identity. In the following we do not consider all of them. Based on naive power counting among others we leave out the operators with $x < 0$, where $x$ is the dimensionality (in powers of momentum) of the corresponding coupling of the interaction described by the operator. \footnote{Of course, here we refer to the local operators on the Wilson chain prior to making them dimensionless.} These interactions are termed to be non-renormalizable and are naively ignored on approaching the 2CK fixed point assuming that they are irrelevant, as they become less important in the limit of low-energies, i.e. using Weinberg’s theorem or due to a theorem of Polchinski \cite{Polchinski}. Every composite operator with more than two local fermions belongs to this family.

In general, an operator of the non-interacting theory can be written as an infinite series in terms of the scaling operators and their descendants. Apart from the Ising sector, which is hard to identify, we can tell by looking at the various quantum numbers of the operators acting on the Wilson chain, which primary fields could be present in them. In this way, we can identify, e.g. $\vec{\phi}_s$ as the spin operator $\vec{S}$. Thus the spin operator can be expressed as

$$\vec{S} = A_s \vec{\phi}_s + \ldots$$  \hspace{1cm} (4.38)$$

where the dots stand for all the less relevant operators that are present in the expansion of $\vec{S}$, and some high-frequency portions which are not properly captured in the expansion above. The weight, $A_s$ can be determined by matching the decay of the spin-spin correlation function at short and long times. This way we get $A_s \sim 1/\sqrt{TK}$, since we know that at high-frequencies the impurity spin is decoupled from the conduction electrons and thus its susceptibility follows the Curie–Weiss law (see Eq. (4.34)).

There are many operators that contain the scaling fields in their expansion. As an example, let us consider the operators $\phi_{\psi_1}^{\tau \mu}$. Here the label $\mu = \{\uparrow, \downarrow\}$ refers to the spin components of a $J = 1/2$ spinor, while $\tau = \pm$ refers to the charge spins (or isospins) of a charge $C = 1/2$ spinor. To identify the corresponding operator on the Wilson chain, we first note that \( f_{0,1,\mu}^\dagger \) transforms as a spinor under spin rotations. It can easily be seen that the operator $\tilde{\gamma}_1 \equiv i \sigma_y f_{0,1}$ also transforms as a spinor. We can then form a four-spinor out of these operators, $\gamma_1 \equiv \{f_{0,1,\mu}^\dagger, \tilde{f}_{0,1}^\dagger\}$. It is easy to show that $\gamma_1$ transforms as a spinor under SU$_C$(2) rotations as well, thus $\phi_{\psi_1}^{\tau \mu}$ could be identified as $\gamma_1 \equiv \{f_{0,1,\mu}^\dagger, \tilde{f}_{0,1}^\dagger\}$.

However, we can construct another operator, $F_1^\dagger \equiv f_{0,1,\mu}^\dagger \tilde{S} \vec{\sigma}$ and its counterpart, $\tilde{F}_1^\dagger \equiv i \sigma_y F_1$, and form a four-spinor out of them: $\Gamma_1 \equiv \{F_{1,\mu}^\dagger, -\tilde{F}_{1,\mu}^\dagger\}$. This operator has the same quantum numbers as $\gamma_1$, and in fact, both operators’ expansions contain $\phi_{\psi_1}^{\tau \mu}$.

The operator $\phi_{\Delta}^{\tau \tau'}$ is of special interest, since it is relevant at the two-channel Kondo fixed point, just like the spin. Its susceptibility therefore diverges logarithmically. Good candidates for these operators would be $\sum_{\mu \nu} \epsilon_{\mu \nu} \gamma_{1,\mu}^{\tau \rho} \gamma_{2,\nu}^{\tau' \rho}$ (with $\epsilon_{\mu \nu}$ a two by two antisymmetric matrix with the entry $\epsilon_{\uparrow \downarrow} = 1$), since these are spin singlet operators that behave as charge $1/2$ spinors in both channels. The $\tau = \tau' = +$ component of this operator corresponds to the superconducting order parameter

$$O_{SC} \equiv f_{0,1,\mu}^\dagger f_{0,2,\mu}^\dagger - f_{0,1,\mu}^\dagger f_{0,2,\mu}^\dagger,$$  \hspace{1cm} (4.39)$$

while the $++$ components describe a local operator that hybridizes the channels, $\sim f_{0,1,\mu}^\dagger f_{0,2,\mu}$. 
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\[ C_1 \quad C_2 \quad J \quad I \quad x^{2CK} \quad \text{scaling} \quad \text{operators} \quad \text{corresponding operators} \]

<table>
<thead>
<tr>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( J )</th>
<th>( I )</th>
<th>( x^{2CK} )</th>
<th>( \phi_s )</th>
<th>( \bar{S} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0 ( \frac{1}{2} )</td>
<td>( \phi_{\psi1}^{\tau\mu} )</td>
<td>( \gamma_1 \equiv \left( f_{0,1,\mu}^\dagger, (i\sigma_y f_{0,1})_{\mu} \right) )</td>
</tr>
<tr>
<td>0</td>
<td>1 ( \frac{1}{2} )</td>
<td>( \sigma )</td>
<td>( \frac{1}{2} )</td>
<td>0 ( \frac{1}{2} )</td>
<td>( \phi_{\psi2}^{\tau\mu} )</td>
<td>( \Gamma_1 \equiv \left( F_{0,1,\mu}^\dagger, -(i\sigma_y F_{0,1})_{\mu} \right) )</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>( \epsilon )</td>
<td>( \frac{1}{2} )</td>
<td>0</td>
<td>( \phi_{\text{amis}} )</td>
<td>( \bar{S}(f_{0,1}^\dagger \sigma f_{0,1} - f_{0,2}^\dagger \bar{\sigma} f_{0,2}) )</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{3}{2} )</td>
<td>( \hat{J}_{-1} \bar{\phi}_s )</td>
<td>( \bar{S}(f_{0,1}^\dagger \bar{\sigma} f_{0,1} + f_{0,2}^\dagger \sigma f_{0,2}) )</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Highest-weight operators and their dimensions \( x^{2CK} \) at the 2CK fixed point. Operators are classified by the symmetry group \( \text{SU}_{C1}(2) \times \text{SU}_{C2}(2) \times \text{SU}_S(2) \) and the scaling operators of the Ising model. The constants \( C_1 \) and \( C_2 \) denote the charge spins (or isospins) in channels 1 and 2, respectively, while \( J \) refers to the spin, and \( I \) labels the scaling operators of the Ising model: \( \mathbb{I}, \sigma, \epsilon \). Superscripts \( \tau, \tau' = \pm \) refer to the two components of charge spinors, while \( \mu = \uparrow, \downarrow \) label the components of a spin-half spinor. The operator \( \hat{J}_{-1} \) is the Kac–Moody raising operator which raises the scaling dimension of \( \bar{\phi}_s \) by one [193].

Another candidate would be the operator, \( \sum_{\mu\nu} \epsilon_{\mu\nu} \Gamma_1^{\tau\mu} \gamma_2^{\tau'\nu} \). This operator is also a local singlet, and has charge spins (or isospins) \( C_1 = C_2 = 1/2 \). It contains the following component of the composite superconducting order parameter

\[ \mathcal{O}_{\text{SCC}} = f_{0,1}^\dagger \bar{\sigma} i\sigma_y f_{0,2}^\dagger. \]  

\[ (4.40) \]

From their transformation properties it is not obvious, which one of the above superconducting order parameters has singular susceptibility. However, NRG gives a definite answer by showing that while the susceptibility of the traditional operator does not diverge as the temperature or frequency goes to zero, that of the composite order parameter does (see Subsection 4.3.5), and thus confirms what first has first been anticipated in Ref. [28]. It is thus this latter operator that can be identified as \( \phi_{\Delta}^{\tau\tau'} \). Note that, in case of electron-hole symmetry, the composite hybridization operator

\[ \mathcal{O}_{\text{mix}} = f_{0,1}^\dagger \bar{\sigma} f_{0,2} \]  

\[ (4.41) \]

has the same singular susceptibility as \( \mathcal{O}_{\text{SCC}} \) since they are both components of the same tensor operator. This is, however, not true any more away from electron-hole symmetry. Furthermore, superconducting correlations are usually more dangerous, since in the Cooper channel any small attraction may lead to ordering when a regular lattice model of two-channel Kondo impurities is considered.

The knowledge of the operator content of the 2CK fixed point enables us to describe the effects of small magnetic fields and small channel anisotropies \( (J_1 \neq J_2) \). For energies and
temperatures below $T_K$, the behavior of the model can be described by the slightly perturbed two-channel Kondo fixed point Hamiltonian. For $\hat{J}_1 \approx \hat{J}_2$ and in a small magnetic field, $B \ll T_K$, this Hamiltonian can be expressed as

$$H = H_{2CK}^* + D_0^{1/2} \kappa_0 \phi_{\text{anis}} + D_0^{1/2} \vec{h}_0 \vec{\phi}_s + D_0^{-1/2} \lambda_0 \vec{J}_1 \vec{\phi}_s + \ldots .$$  \hspace{1cm} (4.42)

Here $H_{2CK}^*$ is the 2CK fixed point Hamiltonian, and $\kappa_0$ is the dimensionless coupling to the channel anisotropy field, $\phi_{\text{anis}}$, whereas the effective magnetic field, $\vec{h}_0$, couples to the “spin field”, $\phi_s$. Both of them are relevant perturbations at the 2CK fixed point and they must vanish to end up with the 2CK fixed point at $\omega, T \to 0$. The third coupling, $\lambda_0$, couples to the leading irrelevant operator (see Tab. 4.3.1), which dominates the physics when $\kappa = h = 0$. The energy cut-off $D_0$ in Eq. (4.42) is a somewhat arbitrary scale: it can be thought of as the energy scale below which the 2CK physics emerges, i.e. $D_0 \sim T_K$. Then the dimensionless couplings $\kappa_0$, $\lambda_0$, and $h_0$ are approximately related to the couplings of the original Hamiltonian, Eq. (2.69), as

$$\begin{align*}
\kappa_0 & \approx K_R \equiv 4 \frac{\hat{J}_1 - \hat{J}_2}{(\hat{J}_1 + \hat{J}_2)^2}, \\
\lambda_0 & \approx O(1).
\end{align*}$$

However, the arbitrary scale $D_0$ in Eq. (4.42) can be changed at the cost of changing the couplings: $D_0 \to D, \kappa_0 \to \kappa(D), \ h_0 \to h(D)$ and $\lambda_0 \to \lambda(D)$ in such a way that the physics below $D_0$ remains unchanged. This freedom translates to scaling equations, whose leading terms follow from the conformal field theory results (see Tab. 4.3.1), and read

$$\begin{align*}
\frac{d\kappa(D)}{dl} & = \frac{1}{2} \kappa(D) + \ldots, \\
\frac{dh(D)}{dl} & = \frac{1}{2} h(D) + \ldots, \\
\frac{d\lambda(D)}{dl} & = -\frac{1}{2} \lambda(D) + \ldots,
\end{align*}$$

with $l = - \log D$, and the coefficients of the leading terms on the RHS are the RG eigenvalues, $y_{2CK}^2 \equiv 1 - x_{2CK}^2$ of the corresponding operator \textbf{9}. Solving these equations with the initial conditions, $D = D_0 \sim T_K$ and $h = h_0$, $\kappa = \kappa_0$, $\lambda = \lambda_0$, we can read out the energy scales at which the rescaled couplings become of the order of one,

$$\begin{align*}
T^* \propto T_K \kappa_0^2 & \sim T_K \frac{(\hat{J}_1 - \hat{J}_2)^2}{(\hat{J}_1 + \hat{J}_2)^4}, \\
T_h \propto T_K \ h_0^2 & \sim B^2/T_K.
\end{align*}$$

At these scales the couplings of the relevant operators are so large that they can no longer be treated as perturbations. Below $T^*$ the single-channel Kondo behavior is recovered in the more

\textsuperscript{12} See e.g. Ref. \textsuperscript{[199]} for the details of the derivation of these scales where the perturbative renormalization group approach breaks down.
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The prefactors in Eqs. (4.49) and (4.50) are somewhat arbitrary. They depend slightly on the precise definition one uses to extract these scales. In this thesis, we use the spectral function of the composite fermion to define the scales $T_K$ and $T^*$. We define $T_K$ to be the energy at which for $K_R = 0$ the spectral function of the composite fermion takes half of its fixed point value (i.e. the value assumed at $\omega = 0$), whereas $T^*$ is the energy at which for $K_R > 0$ it takes 75% of its fixed point value (see Fig. 4.4).

It is much harder to relate $T_h$ to a physically measurable quantity. We defined it simply through the relation, $T_h \equiv C_h B^2 / T_K$, where the constant was chosen to be $C_h \approx 60$. This way $T_h$ corresponds roughly to the energy at which the NFL finite size spectrum crosses over to the low-frequency FL spectrum.

4.3.2 Details of the NRG calculations

All results presented refer to zero temperature. The NRG calculations were performed with a discretization parameter $\Lambda = 2$.

In the electron-hole symmetrical cases the sum of the dimensionless couplings was $\tilde{J}_1 + \tilde{J}_2 = 0.4$ for each run. We have used the symmetry group $SU_C(1) \times SU_C(2) \times SU_S(2)$ in case of channel anisotropy but no magnetic field or electron-hole symmetry breaking. At these calculations the maximum number of kept multiplets was 750 in each iteration, this corresponds to the diagonalization of $\approx 90$ matrices with matrix sizes ranging up to $\approx 600$, acting on the vector space of $\approx 9000$ multiplets consisting of $\approx 106000$ states.

In the presence of magnetic field we used the symmetry group $SU_C(1) \times SU_C(2) \times U_S(1)$, and retained a maximum of 1350 multiplets in each iteration, that corresponds to the diagonalization of $\approx 150$ matrices with matrix sizes ranging up to $\approx 800$ acting on the vector space of $\approx 10^6$ states.

\footnote{The corresponding symmetry generators have been enumerated in Eqs. (3.4) and (3.5).}
$\approx 18000$ multiplets consisting of $\approx 73000$ states.

As for the details of the DM-NRG calculations in case of electron-hole symmetry breaking caused by the term Eq. (4.82), which is briefly discussed in Subsection 4.3.4, we used the symmetry group $U_{C1}(1) \times U_{C2}(1) \times SU_5(2)$ and retained a maximum of 2000 multiplets in each iteration, that corresponds to the diagonalization of $\approx 250$ matrices with matrix sizes ranging up to $\approx 1000$ acting on the vector space of $\approx 29000$ multiplets consisting of $\approx 138000$ states.

Next we show how the knowledge of the operator content of the two-channel Kondo fixed point help us understand the analytic structure of the various dynamical correlation functions obtained by DM-NRG.

### 4.3.3 Local fermions’ spectral functions and susceptibilities

Let us first analyze the Green’s function of the local fermion, $f_{0,\alpha,\mu}^\dagger \leftrightarrow \gamma_\alpha$. The composite fermion’s ($F_{0,\alpha,\mu}^\dagger \leftrightarrow \tilde{\Gamma}_{0,\alpha}$) Green’s function, which is proportional to the reducible self-energy, is closely related to it through the Dyson equation. Therefore we do not discuss its analytic properties in detail but use it merely as a reference to define the various energy scales in the NRG calculations (see Fig. 4.4). Let us note, however, that in the large bandwidth limit, apart from a trivial constant shift, a minus sign and a proportionality factor, the spectral function of the local fermion is that of the composite fermion, and close to the 2CK fixed point all features of $\check{\rho}_F$ are also reflected in $\check{\rho}_f$.

Before we discuss the NRG results, let us examine what predictions we have for the retarded Green’s function of the operator $f_{0,\alpha,\mu}^\dagger$ from conformal field theory. By looking at its quantum numbers, this operator can be identified with the operator $\phi^{+\mu}_\psi + \psi_\alpha$ (see Tab. 4.3.1), i.e.

$$f_{0,\alpha,\mu}^\dagger = A_f \phi^{+\mu}_\psi + \ldots ,$$  \hspace{1cm} (4.51)

with the prefactor $A_f \propto 1/\sqrt{D_F}$ with $A_f$ a complex number. The dots in the equation above indicate the series of other, less relevant operators and their descendants, which give subleading corrections to the correlation function of $f_{0,\alpha,\mu}^\dagger$. Furthermore, the expansion above holds only for the long time behavior. The short time part of the correlation function of $f_{0,\alpha,\mu}^\dagger$ is not captured by Eq. (4.51), and gives a constant to $\check{G}_f(\omega)$ of the order of $\sim 1/D_F$. Thus, apart from a prefactor $A_f^2$, a constant shift and subleading terms, the Green’s function of $f_{0,\alpha,\mu}^\dagger$ is that of the field $\phi^{+\mu}_\psi$. Using the Callan–Symanzik equations it can be shown that the Green’s function of any operator of dimension $x = 1/2$ is scale invariant around the two-channel Kondo fixed point [3]. Since $\phi^{+\mu}_\psi$ and thus $f_{0,\alpha,\mu}^\dagger$ have a scaling dimension 1/2 at the 2CK fixed point, it follows that the dimensionless retarded Green’s function, $D_F G_f(\omega)$, is also scale invariant

$$D_F G_f(\omega, T) = \check{g}_f \left( \frac{\omega}{D}, \frac{T}{D}, \kappa(D), h(D), \lambda(D), \ldots \right) ,$$

$$\frac{d\check{g}_f}{dT} = D \frac{d\check{g}_f}{dD} = 0 .$$  \hspace{1cm} (4.52)

From Eq. (4.52), we can deduce various important properties. Let us first consider the simplest case, $T = 0$ and $\kappa = h = 0$. Then setting the scale $D$ to $D_0 \sim T_K$ we have

$$\check{g}_f^{\kappa,h,T=0}(\omega) = \check{g}_f \left( \frac{\omega}{D_0}, \lambda_0, \ldots \right) .$$  \hspace{1cm} (4.53)
Let us now by choosing a time rescaling parameter \( a > 1 \) with \( a^n = D_0/|\omega| \) rescale \( D \rightarrow |\omega| \) in \( n \) steps. By using the fixed point scaling equation (4.48) we obtain \( \lambda (D) \)

\[
\hat{g}_f = \hat{g}_f \left( \pm a^n \frac{\omega}{D_0}, a^{-n/2} \lambda_0, \ldots \right) \\
= \hat{g}_f \left( \pm 1, \sqrt{\frac{|\omega|}{D_0}} \lambda_0, \ldots \right). \tag{4.54}
\]

Assuming that this function is analytic in its second argument we have for \( |\omega| \ll T_K \)

\[
\hat{g}_{f,\kappa,h,T=0}(\omega) = \hat{g}_f \left( \frac{\omega}{T_K} \right) \\
\approx g_{\pm f} + g'_{\pm f} \sqrt{\frac{|\omega|}{T_K}} \ldots, \tag{4.55}
\]

with \( g_{\pm f} \) and \( g'_{\pm f} \) some complex expansion coefficients. Here the subscripts \( \pm \) refer to the cases \( \omega > 0 \) and \( \omega < 0 \), respectively. As we discussed above, the constants \( g_{\pm f} \) depend also on the short time behavior of \( G_f(t) \), and are not universal in this sense. These constants are not independent of each other. They are related by the constraint that the retarded Green’s function must be analytic in the upper half-plane. Furthermore, electron-hole symmetry implies that \( g_{f} = g_{-f} \) and \( g'_{f} = -(g'_{-f})^* \).

Relations similar to the ones above hold for the dimensionless spectral function. This is defined as

\[
\hat{\rho}_f(\omega) \equiv -\frac{1}{\pi} \text{Im} \hat{g}_f(\omega), \tag{4.56}
\]

and assumes the following form at small frequencies in case of electron-hole symmetry,

\[
\hat{\rho}_{f,\kappa,h=0}(\omega) = r_f + r'_f \sqrt{\frac{|\omega|}{T_K}} + \ldots \tag{4.57}
\]

For \( \omega \gg T_K \) the scaling dimension of the local fermion is governed by the free fermion Hamiltonian, \( x_{f,\text{free}}^2 = 1/2 \), corresponding to an \( \omega \)-independent spectral function. Perturbation theory in \( J \) amounts to logarithmic corrections of the form: \( 1/2 - \text{cst}/\log^2(T_K/\omega) \), as we sketched it on the left parts of Figs. 4.3 and 4.4.

For \( T \neq 0 \), and \( \kappa = h = 0 \) using similar arguments as before, but now rescaling \( D \rightarrow T \) we find

\[
\hat{g}_{f,\kappa,h=0}(\omega) = \hat{g}_f \left( \frac{\omega}{T}, \frac{T}{T_K}, \lambda_0 \right) \\
= \hat{g}_f \left( \frac{\omega}{T}, 1, \sqrt{\frac{T}{D_0}} \lambda_0, \ldots \right). \tag{4.58}
\]

Then by expanding \( \hat{g}_f \) we obtain the following scaling form for the low temperature behavior of the spectral function,

\[
\hat{\rho}_{f,\kappa,h=0}(\omega) = \Theta_f \left( \frac{\omega}{T} \right) + \sqrt{\frac{T}{T_K}} \tilde{\Theta}_f \left( \frac{\omega}{T} \right) + \ldots, \tag{4.59}
\]
with $\Theta_f$ and $\tilde{\Theta}_f$ universal scaling functions. Note that we made no assumption about the ratio $\omega/T$, but both $\omega$ and $T$ must be smaller than $T_K$.

The asymptotic properties of $\tilde{\Theta}_f$ can be extracted by making use of the facts that (i) $\hat{g}_f(\omega, T)$ must be analytic for $\omega \ll T$, (ii) that Eq. (4.59) should reproduce the $T \to 0$ results in the limit $\omega \gg T$, and (iii) that by electron-hole symmetry, $\hat{g}_f$ must be an even function of $\omega$. The emerging asymptotic properties together with those of the other scaling functions defined later are summarized in Table 4.3.3. The asymptotic properties of the real part, $\text{Re} \hat{g}_f$, can be extracted from those of $\hat{g}_f$ by performing a Hilbert transform

$$\text{Re} \hat{g}_f(\omega) = \mathcal{P} \int d\tilde{\omega} \frac{\hat{g}_f(\tilde{\omega})}{\omega - \tilde{\omega}}$$

with $\mathcal{P}$ the principal part. The obtained features are sketched in Fig. 4.5 for $T > 0$ and $\kappa = h = 0$.

Let us now investigate the effect of channel anisotropy, i.e. $\kappa \neq 0$ at $T = 0$ temperature and no magnetic field $h = 0$. In this case, we can rescale $D$ from its initial value $D_0$ to $D = |\omega|$ to obtain

$$\hat{g}_f^{T, h=0}(\omega) = \hat{g}_f \left( 1, \left( \frac{T_K}{\omega} \right)^{1/2} \kappa_0, \left( \frac{\omega}{T_K} \right)^{1/2} \lambda_0, \ldots \right)$$

$$= K_f^\pm \left( \frac{\omega}{T^*} \right) + \sqrt{\frac{|\omega|}{T_K}} \tilde{K}_f^\pm \left( \frac{\omega}{T^*} \right) + \ldots,$$

with $T^*$ the anisotropy scale defined earlier in Eq. (4.49). The superscripts $\pm$ refer to the cases of positive or negative anisotropies: the superscript “+” is used when the coupling is larger in the channel $\alpha$ where the Green’s function of $f_{0, \alpha, \mu}^\dagger$ is measured. The asymptotics of the
universal functions $K_f^+$ and $\tilde{K}_f^+$ can be obtained through similar scaling arguments as before and they differ only slightly from those of $\Theta_f$ and $\tilde{\Theta}_f$ (see Table 4.3.3). The properties of $\hat{\varphi}_f^{T,h=0}(\omega)$ are summarized in Fig. 4.6. A remarkable feature of the spectral function is that it contains a correction $\sim \sqrt{T^*/|\omega|}$. This correction can be obtained by doing perturbation theory in the small parameter $\kappa(\omega)$ at the two-channel Kondo fixed point, and exploiting that there the long-time behavior of the three-point functions is specified by conformal invariance [200, 193]. Hence for $\omega \to 0$ the analytic form of the Fourier transform of

$$\int d\tau' \left\langle T f_{0,\alpha,\mu}(\tau) \varphi_{\text{anis}}(\tau') f_{0,\alpha,\mu}(0) \right\rangle$$

(4.62)

with $T$ the time-ordering operator, can easily be determined upon dimensional analysis. Thus the procedure of extracting the leading correction to the near fixed point behavior works the same way as for the leading irrelevant operator.

From the asymptotic forms in Table 4.3.3 we find that in the limit $\omega/T^* \gg 1$ in the local fermion’s susceptibility a new scale, $T^*_f \sim \sqrt{T^*T_K}$ appears as a result of the competition between the leading irrelevant operator and the channel anisotropy [140]. Thus it is only in the regime $T^*_f < \omega < T_K$ that the leading irrelevant operator determines the dominant scaling behavior of the local fermion’s susceptibility, i.e. we expect to see 2CK physics. The expected properties of $\hat{\rho}_f$ and that of the real part of its dimensionless Green’s function $\hat{g}_f$ in the presence of channel asymmetry are shown in Fig. 4.6. And as we shall see, these analytic expectations are nicely confirmed by our NRG results.

Fig. 4.7(a) depicts the spectral function of $f_{0,1,\mu}$ for several values of $K_R$ as a function of $\omega/T_K$ on a logarithmic scale. The overall scaling is very similar to the one sketched in Fig. 4.6 except that the high temperature plateau is missing; this is due to the relatively large value of $T_K$, which is only one decade smaller than the bandwidth cut-off. We chose such a large $T_K$ so that the low-frequency behavior is visible for longer before the numerical errors blow up.
<table>
<thead>
<tr>
<th>Scaling Function</th>
<th>Asymptotic Form</th>
<th>Scaling Variable</th>
<th>2CK Scaling Regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Theta_f (x)$</td>
<td>$x \ll 1$, $1 \ll x$</td>
<td>$x^{1/4}$, $x^{1/4}$</td>
<td>$\omega/T$</td>
</tr>
<tr>
<td>$\tilde{\Theta}_f (x)$</td>
<td>$\tilde{\theta}_f^0 + \tilde{\theta}_f^1 x^2$, $\tilde{\theta}_f^{\infty} x^{1/2}$</td>
<td>$\omega/T^*$</td>
<td>$T_f^{<strong>} \approx \omega$, $T_f^{</strong>} \propto \sqrt{T^* T_K}$</td>
</tr>
<tr>
<td>$\kappa_f^\pm (x)$</td>
<td>$\kappa_f^{\pm,0} + \kappa_f^{\pm,1} x^2$, $\kappa_f^{\pm,\infty} + \kappa_f^{\pm,\infty}</td>
<td>x</td>
<td>^{1/2}$</td>
</tr>
<tr>
<td>$\tilde{\kappa}_f (x)$</td>
<td>$\tilde{\kappa}_f^{\pm,0}</td>
<td>x</td>
<td>^{3/2}$, $\tilde{\kappa}_f^{\pm,\infty}$</td>
</tr>
<tr>
<td>$\mathcal{B}_{f,\mu} (x)$</td>
<td>$\beta_{f,\mu}^{0} + \beta_{f,\mu}^{1} x^2$, $\beta_{f,\mu}^{\infty} + \beta_{f,\mu}^{\infty}</td>
<td>x</td>
<td>^{1/2}$</td>
</tr>
<tr>
<td>$\tilde{\mathcal{B}}_{f,\mu} (x)$</td>
<td>$\tilde{\beta}_{f,\mu}^{0}</td>
<td>x</td>
<td>^{3/2}$, $\tilde{\beta}_{f,\mu}^{\infty}$</td>
</tr>
<tr>
<td>$\Theta_S (x)$</td>
<td>$\theta_S^0 x$, $\theta_S^{\infty} \text{sgn}(x)$</td>
<td>$\omega/T$</td>
<td>$T \approx \omega$</td>
</tr>
<tr>
<td>$\tilde{\Theta}_S (x)$</td>
<td>$\tilde{\theta}_S^0 x$, $\tilde{\theta}_S^{\infty} \text{sgn}(x)</td>
<td>x</td>
<td>^{1/2}$</td>
</tr>
<tr>
<td>$\mathcal{K}_S (x)$</td>
<td>$\kappa_S^{0} x$, $\kappa_S^{\infty} \text{sgn}(x) + \kappa_S^{\infty}</td>
<td>x</td>
<td>^{-1/2}$</td>
</tr>
<tr>
<td>$\tilde{\mathcal{K}}_S (x)$</td>
<td>$\tilde{\kappa}_S^{0} \text{sgn}(x)</td>
<td>x</td>
<td>^{1/2}$, $\tilde{\kappa}_S^{\infty} \text{sgn}(x)$</td>
</tr>
<tr>
<td>$\mathcal{B}_{S,z} (x)$</td>
<td>$\beta_{S,z}^{0} x$, $\beta_{S,z}^{\infty} + \beta_{S,z}^{\infty}</td>
<td>x</td>
<td>^{1/2}$</td>
</tr>
<tr>
<td>$\tilde{\mathcal{B}}_{S,z} (x)$</td>
<td>$\tilde{\beta}<em>{S,z}^{0} x^{1/2}$, $\tilde{\beta}</em>{S,z}^{\infty}$</td>
<td>$\omega/T_h$</td>
<td>$T_h^{<strong>} \approx \omega$, $T_h^{</strong>} \propto \sqrt{T_h^* T_K}$</td>
</tr>
</tbody>
</table>

Table 4.3: Asymptotic behavior of the universal cross-over functions. At finite temperature, the boundary of the two-channel Kondo scaling regime is set by the temperature. At zero temperature, the various boundaries of the 2CK scaling regime derive from the competition between the leading irrelevant operator and the relevant perturbation.
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Figure 4.7: (a) Dimensionless spectral function of $f_{0.1,\mu}$: $\hat{\rho}_f(\omega) = D_Fg_f(\omega)$ as a function of $\omega/T_K$ for different values of $K_R$. (b–e) Numerical confirmations of the low-frequency asymptotics derived through scaling arguments in Subsection 4.3.3. Dashed straight lines are to demonstrate deviations from the expected $\sqrt{\omega}$-like (b–c), $1/\sqrt{\omega}$-like (d) and $\omega^2$-like (e) behavior. In plots (c–e) $T^*/T_K = 2.4 \times 10^{-4}$. 
Figures 4.7 (b−e) are the numerical confirmations of the asymptotics stated. In all these figures dashed straight lines are to demonstrate deviations from the expected behavior. In Fig. 4.7 (b) we show the square root-like asymptotics in the 2CK scaling regime for the channel symmetric case. This behavior is a consequence of the dimension of the leading irrelevant operator as it has just been discussed. In Fig. 4.7 (c) the same asymptotics is shown in the same region in case of a finite channel anisotropy, whereas below them Fig. 4.7 (d) demonstrates an \( (1/\omega)^{1/2} \)-like behavior resulting from the relevant perturbation of the 2CK fixed point Hamiltonian with channel anisotropy. In Fig. 4.7 (e) the FL-like \( \omega^2 \)-behavior is recovered below \( T^* \), which is typical of fermionic operators in the 1CK scaling regimes.

In Figs. 4.8 (a−b) we show the universal scaling curves, \( \mathcal{K}^\pm \) that connect the two-channel and single-channel fixed points at low-frequencies. They were computed from runs with negative and positive values of \( K_R \) and are plotted as a function of \( \omega/T^* \). The universal behavior is violated for values of \( K_R \) higher than the highest ones shown in Fig. 4.8, where \( T^* \) becomes comparable to \( T_K \).

The real parts of the local fermion susceptibilities are plotted in Figs. 4.9 for several values of \( K_R \). They were obtained by performing the Hilbert transformations numerically. They should show a three-peak structure based on the analytic considerations (see Fig. 4.6). There are two low-frequency peaks clearly visible, associated with the cross-overs at \( T^* \) and \( T_K \). Furthermore there should be a non-universal peak at the cut-off. For relatively large channel anisotropies, where \( T^* \sim T_K \), the former two peaks cannot be clearly separated in Fig. 4.9. Also, due to the large value of \( T_K \sim D_F \), the peak at \( \omega \sim T_K \) and the smeared singularity at the bandwidth cut-off, \( \omega = D_F \) merge to a single non-universal feature in our NRG curves.

Let us now turn to the effect of a finite magnetic field, \( B \neq 0 \) for the case \( T = 0, K_R = 0 \). As \( \hbar \) and \( \kappa \) scale the same way in the 2CK scaling regime, the argument concerning the \( \kappa \neq 0 \) case can be repeated with some distinctive features: Now, the spin \( \text{SU}_S(2) \) symmetry
is violated, and therefore the spectral functions of $f_{0,\alpha,\uparrow}^\dagger$ and $f_{0,\alpha,\downarrow}^\dagger$ become different, and they are no longer even either. Nevertheless, due to particle-hole symmetry, they are still related through the relations

$$\hat{\rho}_{f,\uparrow}(\omega, T, \kappa, h, \ldots) = \hat{\rho}_{f,\downarrow}(-\omega, T, \kappa, h, \ldots),$$

$$\hat{\rho}_{f,\downarrow}(\omega, T, \kappa, h, \ldots) = \hat{\rho}_{f,\uparrow}(\omega, T, \kappa, -h, \ldots).$$  \hspace{1cm} (4.63)

We are thus free to choose the orientation of the magnetic field downwards. Then, after rescaling $D \to |\omega|$ we get

$$\hat{\rho}^{\kappa,T=0}_{f,\mu}(\omega) = B_{f,\mu} \left( \frac{\omega}{T_h} \right) + \sqrt{\frac{|\omega|}{T_K}} \tilde{B}_{f,\mu} \left( \frac{\omega}{T_h} \right) + \ldots,$$  \hspace{1cm} (4.64)

where the label $\mu$ refers to the different spin components and $B_{f,\mu}$ and $\tilde{B}_{f,\mu}$ are yet another pair of universal cross-over functions. The asymptotic properties of the functions $B_{f,\mu}$ and $\tilde{B}_{f,\mu}$ are summarized in Table 4.3.3.

Fig. 4.10 shows the spectral functions $\hat{\rho}_{f,\mu}$ as a function of $\omega/T_K$ on linear and logarithmic scales for different magnetic field values. The same curves are depicted as a function of $\omega/T_h$ in Fig. 4.11, which demonstrates the existence of the universal scaling curves, $B_{f,\mu}$, i.e. that by using the scale, $T_h$ the local fermion’s spectral functions can be scaled on top of each other for small enough magnetic fields. In this magnetic field region, we find a peak at $T_h$ for the spin-$\uparrow$ component of $f^\dagger$, while at the same place there is a dip for the spin-$\downarrow$ component. This remarkable feature contrasts with the 1CK case, where no such universal peak/dip occurs for small magnetic fields. In fact, the same universal features also appear for the spectral functions of the composite fermions, which were computed independently and which are proportional to the reducible conduction electron self-energies [153]. The rescaled spectral functions $\hat{\rho}_{F,\mu}(\omega)$ have already been shown in Chapter 3 in Fig. 3.8.

Figure 4.9: Real part of the dimensionless Green’s function: $\text{Re } \hat{g}_f = D_F \text{Re } G_f$ (with $f^\dagger$ in channel 1) as a function of $\omega/T_K$ for different values of $K_R$. From among the three peaks sketched in Fig. 4.6 only the two peaks around $T^*$ and $T_K$ are shown.
Figure 4.10: Top: Dimensionless spectral function of $f_{0,1,\uparrow}$ : $\hat{\rho}_{f,\uparrow} = D_F \rho_{f,\uparrow}$ for different values of $B$ as a function of $\omega/T_K$ on linear scale. Bottom: Dimensionless spectral function of $f_{0,1,\uparrow}$ (a) and of $f_{0,1,\downarrow}$ (b) for different values of $B$ as a function of $\omega/T_K$ on logarithmic scale.
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Although this numerical evidence can be obtained by conventional NRG methods not using the density matrix, this is no longer true for the sum of the local fermions spectral function over the different spin components. In fact, for this quantity universal scaling curves in the presence of magnetic field cannot be obtained using NRG because of the increase in the size of the numerical errors at low-frequencies and the mismatch between the positive and negative frequency parts of the spectral functions. The sum of the local fermion’s spectral function over the two spin components is depicted in Fig. 4.12 as a function of $\omega/T_K$. Here the splitting of the Kondo resonance in the energy-dependent total scattering cross section appears as a minimum at $\omega \sim T_h$. Unfortunately, for even smaller magnetic fields the accuracy of our numerical data is insufficient to tell if the splitting of the Kondo resonance persists in the limit $B \to 0$, as conjectured in Ref. [140]. In the data with $B/T_K > 1.1 \times 10^{-3}$, there seems to be always a shallow minimum in the spectral function, and we see no indication for crossing of the curves as the magnitude of the field is reduced.

With small modifications, the analysis presented in this subsection carries over to essentially any fermionic operator that has quantum numbers $C_1 = J = 1/2$ or $C_2 = J = 1/2$ and has a finite overlap with the primary fields $\phi_{\psi_1}$ and $\phi_{\psi_2}$, only the high-frequency behavior ($\omega > T_K$) and the normalization factors change. Typically, a local operator having the same charge and spin quantum numbers as $\phi_{\psi_0}$ will have a finite overlap with them. However, in some cases the Ising quantum number of an operator may prevent an overlap.

4.3.4 Spin spectral functions and susceptibilities

In this section, we discuss the properties of the spin operator, $S$, which is the most obvious example of a bosonic operator of spin $J = 1$ and charge quantum numbers $C_1 = C_2 = 0$ that overlaps with the scaling operator $\phi_s$. There are, however, many operators that have the
same quantum numbers: Two examples are the so-called channel spin operator
\[ \vec{S}_{C} \equiv f_{0,1}^\dagger \vec{\sigma}_{0,1} - f_{0,2}^\dagger \vec{\sigma}_{0,2}, \]  
and a composite channel spin operator
\[ \vec{S}_{CC} \equiv F_{0,1}^\dagger \vec{\sigma}_{0,1} - F_{0,2}^\dagger \vec{\sigma}_{0,2}. \]  
Our discussion can be easily generalized to these operators with slight modifications.

The analysis of the spin spectral function goes along the lines of the previous subsection. First we recall that the field \( \vec{\phi}_s \) appears in the expansion of the spin operator,
\[ \vec{S} = A_s \vec{\phi}_s + \ldots, \]  
with \( A_s \sim 1/\sqrt{T_K} \sim 1/\sqrt{D_0} \). Therefore, the appropriate dimensionless scale invariant Green’s function is defined as
\[ \hat{g}_S \left( \frac{\omega}{D}, \kappa_0, h_0, \ldots \right) \equiv T_K G_S (\omega, T, \kappa_0, \ldots, D_0). \]  
We remark that, apart from a minus sign, for bosonic correlations we identified the retarded Green’s function as the dynamical susceptibility,
\[ \chi(\omega) = -G(\omega). \]  
We shall not repeat here all the steps of the derivation, only summarize the main results. In the absence of magnetic field \( (h = 0) \) the spectral function of the spin operator is odd. Furthermore, at \( T = 0 \) and for no anisotropy \( (\kappa = 0) \) the spin spectral function has a discontinuity at \( \omega = 0 \)
\[ \hat{\rho}_{S,h,\kappa=0}^T (\omega) \approx \text{sgn}(\omega) \left[ r_S + r_S^2 \sqrt{\frac{\omega}{T_K}} + \ldots \right]. \]
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This jump corresponds to a logarithmically divergent dynamical susceptibility, \( \text{Re} \chi_S(\omega) = -\text{Re} \, \mathcal{G}_S(\omega) \propto \ln(T_0/\omega)/T_0 \).

For \( \omega \gg T_K \) the impurity spin becomes asymptotically free, decoupled from the conduction electrons, therefore its \( \omega \)-dependence is set by its scaling dimension at the free fermion fixed point where \( x_{\text{free}}^S = 0 \). It has the implication that its correlation function decays as \( \omega^{-1} \) corresponding to the Curie-Weiss susceptibility with logarithmic corrections present, known from Bethe Ansatz results and from perturbation theory.

At finite temperatures \( T \neq 0 \), but for \( \kappa = h = 0 \), we obtain the following scaling form for \( T, \omega \ll T_K \):

\[
\hat{\varrho}_S^{h,\kappa=0}(\omega) = \Theta_S(\omega/T) + \sqrt{T/T_K} \tilde{\Theta}_S(\omega/T) + \ldots.
\]

The asymptotic properties of the scaling functions \( \Theta_S \) and \( \tilde{\Theta}_S \) are listed in Table 4.3.3.

In case of finite channel anisotropy but zero temperature we obtain for \( \omega \ll T_K \) the scaling form

\[
\hat{\varrho}_S^{T,h=0}(\omega) \approx \mathcal{K}_S(\omega/T) + \sqrt{|\omega|/T_K} \tilde{\mathcal{K}}_S(\omega/T) + \ldots.
\]

The asymptotic properties of \( \mathcal{K}_S, \tilde{\mathcal{K}}_S \) are only slightly different from those of \( \Theta_S, \tilde{\Theta}_S \) (see Table 4.3.3): below \( T^* \) the spectral function displays analytic behavior, while the regime \( \omega > T^* \) is governed by non-analytical corrections associated with the 2CK fixed point. In this regime a feature worth mentioning is the appearance of a correction, \( \sim T^*/\omega \) to \( \mathcal{K}_S \), more precisely, the lack of a \( \sqrt{|T^*/\omega|} \) correction. This is due to the fact that the anisotropy operator is odd, while the spin operator is even with respect to swapping the channel labels. Therefore there is no first order correction to the spin-spin correlation function in \( \kappa \), and the leading corrections...
Two-channel Kondo model

\[ \tilde{g}_S(\omega) = -T_K \Re \chi_S(\omega) \equiv T_K \Re G_S(\omega) \]

for \( T, T^* > 0 \) as a function of \( \log(\omega/T_K) \).

Figure 4.14: Sketch of the real part of the dimensionless Green’s function of \( \tilde{S} \), \( \Re \tilde{g}_S = -T_K \Re \chi_S(\omega) \equiv T_K \Re G_S(\omega) \) for \( T, T^* > 0 \) as a function of \( \log(\omega/T_K) \).

are only of second order, i.e., of the form \( \kappa^2/\omega \). From the comparison of the terms in \( K_S \) and \( \tilde{K}_S \) it also follows the existence of another cross-over scale

\[ T_{s}^{**} \sim \left( \frac{T_{s}^2 T_K}{T} \right)^{1/3} \]

(4.73)

that separates the regimes governed by the leading relevant and leading irrelevant operators. Here we used the subscript \( s \) to indicate that this scale \( T_{s}^{**} \) is different from the scale \( T_{f}^{**} \) introduced in relation to the local fermion’s spectral function. The asymptotic properties of \( \tilde{g}_S \propto \chi_S(\omega) \) for \( T > 0 \), \( K_R = 0 \) and \( T = 0 \), \( K_R \neq 0 \) are sketched in the upper and lower parts of Fig. 4.13, while the behavior of the real part is presented in Fig. 4.14.

These expectations above are indeed nicely met by the NRG calculations: Fig. 4.15 shows the impurity spin spectral functions as a function of \( \omega/T_K \) for various \( K_R \)’s and their asymptotic properties. First, in Fig. 4.15(b) we show a very small logarithmic \( \omega \)-dependence that we observed below \( T_K \) at the 2CK fixed point. The amplitude of this \( \log(\omega) \)-dependence was reduced as we increased the number of multiplets. It appears that this behavior is not derived from the lognormal smoothing of the NRG data, and it may be due to some approximations used in the spectral sum-conserving DM-NRG procedure. In Fig. 4.15(c) we show the square root-like behavior around the 2CK Kondo fixed point which is attributed to the leading irrelevant operator, while Fig. 4.15(d) shows that first order corrections coming from the scaling of the channel anisotropy are indeed absent just as we stated above, and only second order terms appear, resulting in a \( 1/\omega \)-like behavior. Finally, Fig. 4.15(e) demonstrates the linear \( \omega \)-dependence, which is characteristic of most bosonic operators in the proximity of an FL fixed point. All these findings support very nicely the analytical properties summarized in Table 4.3.3.

The spin spectral functions also collapse to a universal scaling curve describing the cross-over from the two-channel Kondo to the one-channel Kondo fixed points, when they are plotted against \( \omega/T^{**} \). This universal data collapse is demonstrated in Fig. 4.16, where the impurity spin spectral functions are plotted for various \( K_R \) values. The data collapse works up to somewhat higher anisotropy values than for the local fermions’ spectral functions as it is indicated by the \( K_R \)-dependence of the scales \( T_{s}^{**} \) and \( T_{f}^{**} \).

The real part of the spin susceptibility was obtained through numerical Hilbert transformation.
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Figure 4.15: (a) Dimensionless spectral function of \( \hat{S} \): \( \hat{\rho}_S = T_K \hat{\varrho}_S = T_K \text{Im} \chi_S(\omega)/\pi \) as a function of \( \omega/T_K \) for different values of \( K_R \). (b) Minute \( \log(\omega) \)-dependence at the lowest frequencies diminishing as a function of the number of kept multiplets. (c−e) Numerical confirmations of the low-frequency asymptotics derived from scaling arguments in Section 4.3.4. Straight dashed lines are to demonstrate deviations from the expected \( \sqrt{\omega} \)-like (c), \( \omega \)-like (d), and \( 1/\omega \)-like behavior (e). In plots (d−e) \( T^*/T_K = 7 \times 10^{-2} \).
and is shown in Fig. 4.17 as a function of \( \omega / T_K \) for various values of \( K_R \). These curves meet the expected behavior sketched in Fig. 4.14: they display a logarithmic increase at high-frequencies and saturate at values that correspond to \( \text{Re} \chi_S \sim \ln(T_K/T^*) / T_K \).

Let us finally discuss the case, \( T = \kappa = 0 \) but \( h \neq 0 \). Then the components of \( \vec{S} \) are distinguished by the magnetic field: The spectral function of \( S^z \) has almost the same features as for finite channel anisotropies. Since \( S^z \) is a hermitian operator, its spectral function remains odd and acquires the following corrections in the different scaling regimes

\[
\hat{\rho}_{S,z} \equiv B_{S,z} \left( \frac{\omega}{T_h} \right) + \sqrt{\frac{\omega}{T_K}} \tilde{B}_{S,z} \left( \frac{\omega}{T_h} \right) + \ldots
\]  

(4.74)

with the scaling functions \( B_{S,z}, \tilde{B}_{S,z} \) having the asymptotic properties listed in Table 4.3.

Note that in this case the first order correction coming from the magnetic field does not vanish, and leads to the appearance of a cross-over scale \( \sim \sqrt{T_h T_K} \).

The perpendicular components of the impurity spin have somewhat different properties. Since the operators \( S^\pm \) are not Hermitian, and therefore their spectral functions are not symmetrical. The spectral functions of the operators \( S^x \) and \( S^y \) are, however, symmetrical, and their Green’s functions (and susceptibilities) are related through

\[
G_S^x = G_S^y = \frac{1}{4} \left( G_S^- + G_S^+ \right) .
\]  

(4.75)

The corresponding dimensionless spectral functions, \( \hat{\rho}_s^x \) and \( \hat{\rho}_s^\pm \) as computed by our DM-NRG calculations are shown in Fig. 4.18 as a function of \( \omega / T_K \), while the universal scaling with \( \omega / T_h \) is confirmed for low-frequencies in Fig. 4.19. This scaling also turned out to be valid for values of \( B \) higher than the ones for fermions (see Fig. 4.19). The scaling functions \( B_{S,z} \) and \( B_{S,\pm} \) behave very similarly. This is somewhat surprising, since the naive expectation would be to have a resonance in \( B_{S,+} \), just as in the local fermion’s spectral function, that would correspond to a spin-flip excitation at the renormalized spin splitting, \( T_h \).
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Figure 4.17: Real part of the dimensionless Green's function (susceptibility) of $\tilde{S}$, Re $\hat{g}_S = -T_K \text{Re} \chi_S(\omega)$, as a function of $\omega/T_K$, for different values of $K_R$.

Figure 4.18: (a) Dimensionless spectral function of $S^+ : \hat{\rho}_{S,+} = T_K \hat{g}_{S,+}$, (b) of $S^z : \hat{\rho}_{S,z} = T_K \hat{g}_{S,z}$ and (c) of $S^- : \hat{\rho}_{S,-} = T_K \hat{g}_{S,-}$ for different values of $B$ as a function of $\omega/T_K$. 
Figure 4.19: Universal collapse of $\hat{\rho}_{S,\pm} = T_K \hat{\rho}_{S,\pm}$, $\hat{\rho}_{S,z} = T_K \hat{\rho}_{S,z}$ and $\hat{\rho}_{S,-} = T_K \hat{\rho}_{S,-}$ to the three scaling curves: $B_{S,+}$, $B_{S,z}$ and $B_{S,-}$ for sufficiently small, non-zero values of $B$ as a function of $\omega/T_h$. 
4.3.5 Superconducting correlations

Now let us investigate the local superconducting correlations. They deserve special attention, since many heavy fermion compounds display exotic superconducting phases that may possibly be induced by local two-channel Kondo physics \[175\]. The most obvious candidates for the corresponding local operators have been identified in Subsection 4.3.1, and are the local channel-asymmetric superconducting operator, \( O_{SC} = f_{0,1}^\dagger f_{0,2}^\dagger - f_{0,1}^\dagger f_{0,2}^\dagger \), and the composite fermion superconductor field, \( O_{SCC} = f_{0,1}^\dagger \bar{S}_\sigma i\sigma_y f_{0,2}^\dagger \).

For the composite superconductor we find the expansion,

\[
O_{SCC} = A_{SCC} \phi_\Delta^{++} + \ldots
\]  

(4.76)

where the expansion coefficient \( A_{SCC} \) can be estimated from the high-frequency behavior of the correlation function up to logarithmic prefactors as \( A_{SCC} \sim \sqrt{T_K/D_F} \). While for the impurity spin, one can exclude logarithmic corrections to the expansion coefficient \( A_S \) in Eq. 4.67 based on the exact Bethe ansatz results, this is not possible for the superconducting correlation function. In fact, we know that in the expansion of the composite fermion itself the correct prefactor is \( A_F \sim J/\sqrt{T_K} \sim 1/(\sqrt{T_K} \ln(D_F/T_K)) \)[153]. Therefore, similar logarithmic factors could appear in the prefactor \( A_{SCC} \). Nevertheless, in the following, we shall disregard possible logarithmic corrections, and define the normalized dimensionless and scale-invariant correlation function through the relation

\[
\hat{g}_{SCC}(\omega) = D_F T_K^2 \tilde{g}_{SCC}(\omega) = -D_F T_K^2 \chi_{SCC}(\omega).
\]

(4.77)

Apart from its overall amplitude and its high-frequency behavior, in the low-frequency scaling regimes the spectral function of the composite superconductor operator behaves the same way as that of \( S^z \) (see Tab. 4.3.1). Therefore we merely state its asymptotics without further explanation.

In the absence of anisotropy and magnetic field, \( \kappa = h = 0 \), for \( \omega \ll T_K \) the spectral function becomes a universal function, \( \hat{\rho}_{SCC}(\omega/T) \), whose behavior is described by the scaling form

\[
\hat{g}_{SCC}^{h=0}(\omega) \approx \Theta_{SCC}(\omega/T) + \sqrt{T_K/T} \tilde{\Theta}_{SCC}(\omega/T) + \ldots.
\]

(4.78)

while in the presence of anisotropy, but at zero temperature and for \( h = 0 \), the spectral functions behave as

\[
\hat{g}_{SCC}^{T,h=0}(\omega) \approx \kappa_{SCC}(\omega/T) + \sqrt{\omega/T} \tilde{\kappa}_{SCC}(\omega/T) + \ldots.
\]

(4.79)

Finally, in a finite magnetic field but for \( \kappa = 0 \) anisotropy and at \( T = 0 \) the spectral function assumes the following scaling form,

\[
\hat{g}_{SCC}^{T=0}(\omega) = B_{SCC}(\omega/T_h) + \sqrt{\omega/T_h} \tilde{B}_{SCC}(\omega/T_h) + \ldots.
\]

(4.80)
Figure 4.20: (a) Dimensionless spectral function, \( \hat{\rho}_{\text{SCC}} = \frac{D_F^2}{T_K} \text{Im} \chi_{\text{SCC}} \) of the operator \( \mathcal{O}_{\text{SCC}} \), as a function of \( \omega/T_K \) for different values of \( K_R \). (b) The very weak \( \log(\omega) \)-dependence at the lowest frequencies. This dependence is suppressed as we increased the number of kept multiplets. (c–e) Numerical confirmations of the low-frequency asymptotics derived from scaling arguments in Subsection 4.3.5. Dashed straight lines are to demonstrate deviations from the expected \( \sqrt{\omega} \)-like (c), \( \omega \)-like (d) and \( 1/\omega \)-like (e) behavior. In plots (d–e) \( T^*/T_K = 7 \times 10^{-2} \).
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Figure 4.21: Universal collapse of \( \hat{\rho}_{SCC} \) to the scaling curve \( \hat{K}_{SCC} \) as a function of \( \omega/T^* \) for sufficiently small, non-zero values of \( K_R \).

Figure 4.22: Real part of the dimensionless Green’s function of \( \mathcal{O}_{SCC} \): \( \text{Re} \hat{g}_{SCC} = -D_0^2/T_K \text{ Re} \chi_{SCC} \) as a function of \( \omega/T_K \) for different values of \( K_R \).
The properties of the various scaling functions defined above are identical to those of the corresponding spectral functions of the $S^z$ given in Table 4.3.3, therefore they have not been included in Table 4.3.3 again.

The asymptotic properties are nicely confirmed by our NRG calculations. The dependence on the anisotropy, together with the $\sim \sqrt{\omega}$, the $\sim 1/\omega$ and the $\sim \omega$ scaling regimes are plotted in Fig. 4.3.3. Here the high-frequency region, $\omega > T_K$, is also displayed, where the spectral function is roughly linear in the frequency, as dictated by the free fermion fixed point.

The universal collapse of the low-frequency part of the curves in terms of $\omega/T^*$ is shown in Fig. 4.3.4. The cross-over curve, $K_{SCC}(\omega/T^*)$ is very similar to the spin cross-over function, $K_S$, and displays a plateau at large frequencies from which it deviates as $1/\omega$, until it finally reaches the linear frequency regime below $T^*$.

Fig. 4.3.4 displays the real part of the dimensionless Green’s function, that is essentially the real part of the superconducting susceptibility. This diverges logarithmically for $T^* = 0$, but for finite $T^*$’s it saturates, corresponding to a susceptibility value

$$\text{Re } \chi_{SCC} \sim \frac{T_K}{D_F^2} \ln \left( \frac{T_K}{T^*} \right).$$  \hspace{1cm} (4.81)

There appears a small prefactor in front of the logarithm due to the fact that composite superconducting correlations are irrelevant at energies $\omega > T_K$, as it follows from simple power counting.

Application of a magnetic field has effects very similar to the anisotropy, as shown in the upper part of Fig. 4.23. We kept a relatively small number of multiplets therefore the small logarithmic increase at small frequencies is more visible in Fig. 4.23. As mentioned before, this increase is most likely an artifact of the spectral sum conserving approximation of Ref. 90 and it is due to the way this method redistributes spectral weights. This is based on the observation
that the slope of the logarithm diminishes if we increase the number of kept multiplets. These curves also collapse to a single universal curve as a function of $\omega/T_h$, as shown in the lower part of Fig. 4.23.

Finally, in Fig. 4.24 we show the numerically obtained spectral function and the corresponding dimensionless susceptibility of the non-composite superconductor, $\mathcal{O}_{SC} = f_{0,1,\uparrow} f_{0,1,\downarrow} - f_{0,1,\downarrow} f_{0,2,\uparrow}$. Clearly, this spectral function displays no plateau below $T_K$, but it exhibits a linear $\omega$ behavior below $T_K$, and correspondingly, the susceptibility $\text{Re} \chi_{SC}$ remains finite for $\omega \to 0$ even in the absence of anisotropy and an external magnetic field, i.e. at the 2CK fixed point.

This implies that, although its charge and spin quantum numbers would allow it, the expansion of this operator does not contain the scaling operator $\phi_\Delta^{+\tau'}$. This may be due to the difference in the Ising quantum numbers, which we did not identify. Thus the dimension of the highest-weight scaling operator that appears in the expansion of $\mathcal{O}_{SC}$ is $x = 1$ and not $1/2$, as one would have naively expected it based on a simple comparison of quantum numbers. Turning on a small anisotropy or magnetic field does not influence substantially the spectral properties of the corresponding Green’s function either.

### 4.3.6 Electron-hole symmetry breaking

Throughout an actual experiment the electron-hole (e-h) symmetry might not be assured. Motivated by this condition we studied the effects of e-h symmetry breaking on the local Green’s functions of the 2CKM. We added a potential scattering term

$$V \sum_{\alpha,\mu} f_{0,\alpha,\mu}^\dagger f_{0,\alpha,\mu}$$

(4.82)

to the NRG Hamiltonian of Eq. 2.69. As this operator is marginal around the 2CK fixed point it is not expected to influence the asymptotic behavior of the spectral functions. Indeed, the numerical results for the composite fermion’s and local fermion’s spectral functions reinforce this expectation. At the level of the finite size spectrum, this operator appears through a phase shift $\delta$, i.e. as a shift of the energy levels.
The upper part of Fig. 4.28 shows the universal scaling of the composite fermion’s spectral function, \( \hat{\rho}_F(\omega) \) versus \( \omega/T_K \) for different values of the potential scattering strength, \( V \) and the exchange coupling, \( J \) with \( J \equiv J_1 = J_2 \). We defined \( T_K \) by the half width of the function \( \hat{\rho}_F(\omega) \) for each value of the \( J, V \) parameter pair and for each positive and negative frequency range individually.

The numerical calculations manifested the expected \( \sqrt{\omega/T_K} \) scaling for low-frequencies as it is demonstrated in the insets of Fig. 4.28.

For the composite fermions for low-frequencies the effect of e-h symmetry breaking manifests itself mostly in the shift of \( \hat{\rho}_F(\omega) \) by a constant.

For the local fermions we carried out the same kind of analysis and found reassuring \( \sqrt{\omega/T_K} \) behavior as shown in the inset of the lower part of Fig. 4.28. For low-frequencies the above e-h symmetry violation makes the local fermions’ spectral functions much more asymmetric as that of the composite fermions, whereas \( \hat{\rho}_f(0) = 0.25 \) remains unchanged in accordance with the result of Affleck and Ludwig for the retarded self-energy at the 2CK fixed point 193.

4.3.7 Linear conductance of a double dot system

Using NRG, we have also computed the zero temperature, finite-frequency linear conductance of the double dot system discussed in Subsection 4.2.4 and depicted in Fig. 4.3. In the regime
where the system can be described by the 2CK Kondo model, we can identify the dimensionless eigenvalue of the so-called on-shell $T$-matrix, $t_\mu(\omega)$ as being proportional to the dimensionless, retarded Green’s function of the composite fermion operator, $G_{F,\mu}(\omega)$ \[153, 192, 140\]

$$t_\mu(\omega) = -\hat{J}_1^2 G_{F,\mu}(\omega) ,$$  
(4.83)

with $\hat{J}_1$ the Kondo exchange coupling to the even combination of the left and right lead conduction electrons. It is also known that at the 2CK fixed point, the single particle sector of the $S$-matrix of the conduction electrons vanishes \[193\]. Thus from the relation, \[S(\omega) = 1 + i t(\omega)\] between the dimensionless eigenvalue of the $S$- and $T$-matrices we obtain that

$$\lim_{\omega,T \to 0} t(\omega,T) = i , \quad \text{for } \hat{J}_1 = \hat{J}_2 .$$  
(4.84)

Furthermore in the linear response regime we can relate $\text{Im} \{ t(\omega) \}$ to the real part of the linear conductance through the Kubo formula. We get that

$$\text{Re} \{ G(\omega) \} = \frac{G_0}{8 \omega} \sum_\mu \int d\omega' \text{Im} \{ t_\mu(\omega') \} \left[ f(\omega' + \omega) - f(\omega' - \omega) \right] ,$$  
(4.85)

with $G_0 \equiv \frac{2e^2}{h} \frac{4\hat{J}_1^2 \hat{J}_2^2}{(\hat{J}_1^2 + \hat{J}_2^2)^2}$ the maximal conductance through the dot and $f$ the Fermi distribution. It means that at the 2CK fixed point $G(\omega = 0) = G_0/2$. Based on the formulas above and using NRG, we have computed $\text{Im} \{ t(\omega) \}$ and $\text{Re} \{ G(\omega) \}$ for finite channel anisotropies, characterized by the anisotropy parameter now defined as $K_R \equiv 4(\hat{J}_1 - \hat{J}_2)/(\hat{J}_1 + \hat{J}_2)^2$ (with $\hat{J}_\alpha$ the value of the exchange couplings in the NRG calculations). The results of these calculation are shown in Figs. \[125\] and \[126\] and are very similar to the results for the spectral function of the local fermion operators (cf. Subsection 4.3.3), therefore we do not discuss their properties again.

### 4.3.8 Summary

In the previous subsections we analyzed the properties of the correlation functions of various local operators of the 2CK model in the presence of a channel anisotropy, external magnetic field and potential scattering. In particular, we studied numerically and analytically the correlation functions of local fermions, the impurity spin and local superconductivity operators. The selection of these operators was partially motivated by conformal field theory, which tells us the quantum numbers and scaling dimensions of the various scaling operators at the 2CK fixed point \[27\]. There are, however, many operators that have quantum numbers identical with the scaling fields. Here we picked operators having the right quantum numbers, and at the same time having the largest possible scaling dimension at the free fermion fixed point where the exchange coupling goes to zero. These are the operators whose spectral functions are expected to have the largest spectral weight at small temperatures, and which are therefore the primary candidates for an order parameter, when a lattice of 2CK impurities is formed, as is the case in some U- and Ce-based compounds. The operators above are, of course, also of physical interest on their own: the spectral function of $f_{\phi,\alpha,\mu}^1$ is related to the tunneling spectrum into the conduction electron sea at the impurity site, the Green’s function of $\vec{S}$ is just the dynamical spin susceptibility that can be measured in inelastic neutron scattering, and finally the local superconducting operators
Figure 4.26: Top: (a) AC conductance as the function of $\omega/T_K$. For $\tilde{J}_1 > \tilde{J}_2$ and $\tilde{J}_1 < \tilde{J}_2$ the curves scale $\text{Re } G \rightarrow G_0$ and $\text{Re } G \rightarrow 0$, respectively. Inset: AC conductance for $\tilde{J}_1 = \tilde{J}_2$ as the function of $\sqrt{\omega/T_K}$. Bottom: (b) AC conductance for positive (upper part) and negative (lower part) channel anisotropy parameters as the function of $\omega/T^\ast$. For $\omega, T^\ast \ll T_K$, the curves follow the universal cross-over curves.
are candidates for superconducting ordering in heavy fermion materials. We remark that, in the electron-hole symmetrical case, the other components of the operator multiplet that contains the composite superconducting order parameter \( \sigma_{SCC} \) would correspond to a composite channel-mixing charge density ordering. Of course, the susceptibilities of this operator has the same properties as that of \( \chi_{SCC}(\omega) \).

In addition to these operators, there are two more operators of possible interest. The so-called composite fermion’s Green’s function is related to the \( t \)-matrix, that describes the scattering properties of a two-channel impurity (or the conductance through it in case of a quantum dot), and was already studied to a certain extent in Ref. 10. A further candidate is the channel anisotropy operator. This also has a logarithmically divergent susceptibility, and would also be associated with a composite orbital ordering in case of a 2CK lattice system. However, the spectral properties of this latter operator are so similar to those of the composite superconductor that we have decided no to show data about them.

To identify the scaling operators we reconstructed the boundary conformal field theory of Affleck and Ludwig for the group \( SU_C(2) \times SU_C(2) \times SU_S(2) \). Then we established the scaling properties of the various dynamical correlation functions and identified the corresponding universal cross-over functions and their asymptotic properties, based upon simple scaling arguments. In this way, universal scaling functions describing the cross-over from the two-channel Kondo fixed point to the one-channel Kondo fixed point (for \( J_1 \neq J_2 \)) and to the magnetically polarized fixed point (for \( B \neq 0 \)) have been introduced, which we then determined numerically. We emphasize again that presently these universal cross-over functions can only be obtained through DM-NRG.

Our numerical calculations confirmed all our analytical expectations, including that in the presence of magnetic field, or channel anisotropy, the 2CK scaling regime is rather restricted, and it may also depend on the physical quantity considered. In Fig. 4.27 we sketched the regimes where the pure two-channel Kondo behavior can be observed. Notice that in the presence of anisotropy the 2CK scaling regime of the spin susceptibility has a boundary that differs from that of the 2CK Kondo scaling regime of the local fermions.

Figure 4.27: (left) Sketch of the various 2CK scaling regimes in the presence of channel anisotropy for the local fermions bounded by \( T_f^{**} \) from below and for the spin bounded by \( T_s^{**} \), the crossover scale \( T^{**} \) is also indicated. (right) Sketch of the 2CK scaling regime for the susceptibilities of the highest-weight fields bounded by \( T_h^{**} \), and the crossover scale \( T_h \) besides.
Some of the spectral functions show quite remarkable features. Namely, in a magnetic field the spectral function of the composite fermion, $F^\dagger_{\alpha,\downarrow}$, shows a universal peak at a frequency $\omega = T_h$. This peak may appear due to the spin-flip excitations of the impurity spin at the renormalized magnetic field. Remarkably, this peak is accompanied by a dip of the same size at the same frequency for spin down electrons. This dip is actually very surprising and is hard to explain. Similar features appear but with opposite sign in the local fermions’ spectral functions. Even more surprisingly, this sharp resonant feature is absent in the spectral function of the spin operators, $S^\pm$.

We have also studied, how the 2CK behavior is influenced by electron-hole symmetry breaking. We found that in the presence of a strong potential scattering the singular part of the composite fermion’s spectral function remains almost perfectly symmetrical, whereas the singular part of the local fermion’s spectral function has a strong asymmetry. We argued that in the presence of electron-hole symmetry breaking the universal cross-over functions should depend on an additional universal phase shift parameter related to the potential scattering strength.

One of the interesting results of our analysis is that only the composite superconductor $O_{SCC}$ has a logarithmically divergent susceptibility. This is thus the primary candidate for superconducting ordering for a 2CK lattice system.

Interestingly, although the results are still somewhat controversial [211], in the two-channel Kondo lattice these local superconducting correlations do not seem to induce a superconducting transition [213]. This may be, however, an artifact of the standard two-channel Kondo lattice model, which does not account properly for the orbital and band structure of an $f$-electron material [212]. In a more realistic lattice of two-channel Kondo impurities a composite superconducting order may develop, similar to the one suggested in Ref. [212].
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Figure 4.28: Universal scaling of the dimensionless composite fermion’s (top) and local fermion’s spectral functions (bottom) as a function of $\omega/T_K$ for different values of the exchange coupling, $\tilde{J}$ and potential scattering strength, $V$. The insets show $\sqrt{\omega}$-like behavior for low-frequencies for both operators.
4 Two-channel Kondo model
5 Summary

The study of strongly correlated electron systems is one of the central themes in condensed matter physics. The investigation of quantum impurity models is a starting point towards the understanding of more complex strongly correlated systems. These models also provide the description of various correlated mesoscopic structures, they appear in molecular electronics and describe phenomena such as dissipation or dephasing. Since their creation, our understanding of these models has evolved considerably due to the powerful theoretical tools available for their study. The Numerical Renormalization Group (NRG) method, devised by Wilson in the seventies, is possibly the most powerful from among them. With this dissertation I have contributed to the efforts improving the accuracy of the spectral function calculations using the recently developed Density Matrix Numerical Renormalization Group (DM-NRG) method. These developments have been timely e.g. because of the possible applications of mesoscopic devices in quantum computing. My DM-NRG studies concentrated on the two-channel Kondo model which is the simplest quantum impurity model exhibiting non-Fermi liquid properties. It has possible relevance in the description of heavy fermion systems. Moreover, the existence of the two-channel Kondo state has recently been justified using a double quantum dot device.

In the following thesis points I summarize the main new results presented in my Ph.D. dissertation.

1. I have worked out a flexible NRG procedure which is capable of handling an arbitrary number of compact Lie group symmetries that a quantum impurity model possesses [26, 90].

2. I have implemented the above procedure for spin- and charge-SU(2) and U(1) symmetries in structure oriented C++ programming language by writing a flexible NRG code [25, 90] which can be downloaded from the site http://www.phy.bme.hu/~dmnrg/. I have demonstrated that the use of non-Abelian symmetries is advantageous for reliability and performance reasons.

3. Using NRG, in the presence of channel anisotropy I have calculated the zero temperature, frequency-dependent linear conductance of the double quantum dot device that has recently been built to justify the feasibility of the 2CK states. I have computed the universal conductance scaling curves that connect the one- and two-channel Kondo fixed points of the two-channel Kondo model that describes the system [140]. I remark that presently NRG is the only method to calculate these scaling curves.

4. Based on group theoretical considerations, I have shown that in the recently devised DM-NRG method the reduced density matrix preserves its diagonal form even in such cases when an arbitrary number of compact, non-Abelian Lie group symmetries of the quantum impurity model are considered [90] (see also Appendix D).
5. I have implemented the DM-NRG procedure for an arbitrary number of spin- and charge-SU(2) and U(1) symmetries into the NRG code mentioned above. This way it became possible to calculate very accurate, spectral sum rule preserving spectral functions [25, 90].

6. Based on conformal field theoretical results, I have classified the highest-weight fields of the electron-hole symmetrical two-channel Kondo model at the two-channel Kondo fixed point according to the group \( \text{SU}_C(2) \times \text{SU}_C(2) \times \text{SU}_S(2) \), and determined the relevant and leading irrelevant perturbations to the 2CK fixed point Hamiltonian [91]. Using DM-NRG, I have computed the retarded Green’s functions of the highest-weight fields at zero temperature at the two-channel Kondo fixed point and in the presence of relevant perturbations such as the channel anisotropy, or the magnetic field using the groups \( \text{SU}_C(2) \times \text{SU}_C(2) \times \text{SU}_S(2) \) and \( \text{SU}_C(2) \times \text{SU}_C(2) \times \text{US}_1(1) \), respectively. I have also performed spectral function calculations for fermionic operators in the presence of marginal potential scattering with the use of the symmetry \( \text{U}_C(1) \times \text{U}_C(1) \times \text{SU}_S(2) \) [91].

7. Based on simple scaling arguments and conformal field theoretical considerations, I have expanded the highest-weight fields at the two-channel Kondo fixed point in terms of the operators of the free theory. I have determined the analytic form of the universal scaling curves in the asymptotic regions and their numerical form for the whole frequency range. In all cases my DM-NRG calculations confirmed the analytic expectations [91].

8. I found that the boundaries of the various 2CK scaling regimes depend not only on the type of the perturbation but also on the operator investigated. In a small magnetic field, I observed a universal resonance in the local fermions’ spectral function and that the dominant superconducting instability arises in the composite superconducting channel [91].
A Relation between the linear response and the spectral function

A.1 Definition of the linear response function

Let us introduce the following time-dependent perturbation to a static Hamiltonian

\[ \delta \hat{H} = \hat{B} f(t), \quad \text{where} \quad \hat{B} = \hat{B}^\dagger, \]  

(A.1)

and \( f(t) \) is the strength of the perturbation. The time-dependent expectation value of the operator \( \hat{A} \) (denoted by the subscript \( t \)) is expressed to first order in \( f(t) \) in terms of the linear response function \( \varphi_{A,B}(t,t') \) as

\[ \langle \hat{A} \rangle_t = \langle \hat{A} \rangle_0 + \int_{-\infty}^{t} \varphi_{A,B}(t,t') f(t') dt', \]  

(A.2)

where the subscript 0 indicates the unperturbed expectation value computed using the equilibrium density matrix, \( \hat{\rho} \), and the kernel is given by

\[ \varphi_{A,B}(t,t') = -i \hbar \left\langle \left[ \hat{A}(t), \hat{B}(t') \right]_\xi \right\rangle_0, \]  

(A.3)

where \( \left[ \hat{A}, \hat{B} \right]_\xi = \hat{A}\hat{B} - \xi \hat{B}\hat{A} \) with \( \xi = \pm 1 \) for bosonic/fermionic operators. As it is an equilibrium expectation value, \( \varphi_{A,B} \) depends only on the time difference: \( t - t' \). (From now on the subscript 0 will be omitted and expectation values will be meant implicitly to refer to the equilibrium case.)

The integral in Eq. (A.2) can be extended to \( \infty \) by introducing the retarded Green’s function as the kernel

\[ G_{A,B}^R(t) = -\frac{i}{\hbar} \Theta(t) \text{Tr} \left\{ \hat{\rho} \left[ \hat{A}(t), \hat{B}(0) \right]_\xi \right\}, \]  

(A.4)

with \( \Theta(t) \) the Heaviside step function.
A Definition of the Green’s function

A.2 Spectral/energy representation and the definition of the spectral function

Upon specifying $\hat{\rho}$ as the canonical distribution, the linear response function or the generalized susceptibility reads as

$$\varphi_{A,B}(t) = -i \text{Tr} \left\{ \frac{e^{-\beta \hat{H}}}{Z} \left[ \hat{A}(t) \hat{B}(0) - \xi \hat{B}(0) \hat{A}(t) \right] \right\}$$

$$= -i \sum_n \frac{e^{-\beta E_n}}{Z} \langle n \left| \left[ \hat{A}(t) \hat{B}(0) - \xi \hat{B}(0) \hat{A}(t) \right] n \right\rangle, \quad (A.5)$$

where $\hat{H} n = E_n n$, the set $\{ n \}$ forms an orthonormal basis, and $Z = \sum_n e^{-\beta E_n}$ is the partition function with $\beta \equiv 1/T$ the Boltzmann factor. Making use of the following form of the identity (and omitting the hat from above the operators)

$$1 I = \sum_m m \rangle P_r m,$$

(A.6)

with $P_r m$ the projection onto the vector $m \rangle$, we get

$$\varphi_{A,B}(t) = -i \sum_{n,m} \frac{e^{-\beta E_n}}{Z} \left( \langle n | (A(t)m) P_r m Bn \rangle - \xi \langle n | (Bm) P_r m A(t)n \rangle \right)$$

$$= -i \sum_{n,m} \frac{e^{-\beta E_n}}{Z} \left( \langle n | A(t)m \rangle \langle m | Bn \rangle - \xi \langle n | Bm \rangle \langle m | A(t)n \rangle \right). \quad (A.7)$$

Inserting the definition of the time-dependence of an operator in the Heisenberg picture, the response function reduces further to the form

$$\varphi_{A,B}(t) = -i \sum_{n,m} \frac{e^{-\beta E_n}}{Z} \left( \langle n | e^{iHt} A e^{-iHt} m \rangle \langle m | Bn \rangle - \xi \langle n | Bm \rangle \langle m | A(t)n \rangle \right)$$

$$= -i \sum_{n,m} \frac{e^{-\beta E_n}}{Z} \left( \langle n | e^{i(E_m-E_n)t} A m \rangle \langle m | Bn \rangle - \xi \langle n | Bm \rangle \langle m | A(t)n \rangle \right)$$

$$= -i \sum_{n,m} \frac{e^{-\beta E_n} - \xi e^{-\beta E_m}}{Z} e^{-i \omega_{mn} t} \langle n | m \rangle \langle m | A(t)n \rangle, \quad (A.8)$$

upon introducing $\omega_{mn} = E_m - E_n$. Taking the Laplace transform of $\varphi_{A,B}(t)$ into the half-plane of complex numbers with positive imaginary parts we gain

$$\chi_{AB}(z) \equiv \int_0^\infty \varphi_{A,B}(t) e^{zt} dt = \sum_{n,m} \frac{e^{-\beta E_n} - \xi e^{-\beta E_m}}{Z} \langle n | A(t)m \rangle \langle m | Bn \rangle \frac{1}{z - \omega_{mn}}. \quad (A.9)$$

\footnote{From now on everything is measured in units of $\hbar$ and $k_B$.}
A.2 Spectral/energy representation and the definition of the spectral function

Substituting $\omega + i \epsilon$ for $z$, for $\epsilon \to 0^+$ $
\chi_{AB}(\omega + i \epsilon)$ can be partitioned into two terms as

$$
\chi_{AB}(\omega) = \chi'_{AB}(\omega) + i \chi''_{AB}(\omega),
$$

(A.10)

where

$$
\chi'_{AB}(\omega) = \sum_{n,m} e^{-\beta E_n - \xi e^{-\beta E_m}} \mathcal{P} \frac{\langle n | Am \rangle \langle m | Bn \rangle}{\omega - \omega_{mn}},
$$

(A.11)

and

$$
\chi''_{AB}(\omega) = -\pi \sum_{n,m} e^{-\beta E_n - \xi e^{-\beta E_m}} \langle n | Am \rangle \langle m | Bn \rangle \delta(\omega - \omega_{mn}),
$$

(A.12)

with $\mathcal{P}$ the principal part. If $B = A^\dagger$: $\Re \chi_{AA^\dagger}(\omega) = \chi'_{AA^\dagger}(\omega)$ and $\Im \chi_{AA^\dagger}(\omega) = \chi''_{AA^\dagger}(\omega)$ hold. The definition of the spectral function of the operator $A$ is

$$
\varrho_A(\omega) \equiv -\frac{1}{\pi} \chi''_{AA^\dagger}(\omega) = \sum_{n,m} e^{-\beta E_n - \xi e^{-\beta E_m}} |\langle n | Am \rangle|^2 \delta(\omega - \omega_{mn}).
$$

(A.13)

Provided that $AA^\dagger + A^\dagger A = cst$, by integrating over $\omega$ in Eq. (A.13) we obtain the relation

$$
cst = \int d\omega \varrho_A(\omega),
$$

(A.14)

called the spectral sum rule.

The Kramers–Kronig relations establish connection between the real and imaginary parts of the response function via a Hilbert transform as

$$
\Re \chi_{AA^\dagger}(\omega) = \frac{1}{\pi} \mathcal{P} \int_{-\infty}^{\infty} d\omega' \frac{\Im \chi_{AA^\dagger}(\omega')}{\omega' - \omega},
$$

(A.15)

and

$$
\Im \chi_{AA^\dagger}(\omega) = -\frac{1}{\pi} \mathcal{P} \int_{-\infty}^{\infty} d\omega' \frac{\Re \chi_{AA^\dagger}(\omega')}{\omega' - \omega}.
$$

(A.16)

Taking the $\beta \to \infty$ limit we get

$$
\lim_{\beta \to \infty} \varrho_A(\omega) = \lim_{\beta \to \infty} \sum_{n,m} e^{-\beta(E_n - E_0)} - \xi e^{-\beta(E_m - E_0)} \sum_i e^{-\beta(E_i - E_0)} |\langle n | Am \rangle|^2 \delta(\omega - \omega_{mn})
\sum_{n} |\langle 0 | Am \rangle|^2 \delta(\omega - \omega_{m0}) - \xi \sum_{n} |\langle n | A0 \rangle|^2 \delta(\omega - \omega_{0n}),
$$

(A.17)

with $|0\rangle$ referring to the ground state. If $A$ is a self-adjoint operator, the spectral function of it will be an odd/even function of $\omega$ in case $\xi = \pm 1$, respectively.
B Energy-dependent density of states in NRG

As an alternative to what has been described in Subsecs. 2.4.2 and 2.4.3, NRG has also been extended to deal with energy-dependent $\rho(\epsilon)$ and $t(\epsilon)$ \[112, 113, 115\]. For its importance e.g. in implementing NRG to dynamical mean-field theory \[120, 121, 124, 122, 123, 124, 139, 85\], which is supposed to be one of the subsequent applications of our code \[25\], or treating quantum impurities embedded into pseudo-gap Fermi systems \[112\], we show how the mapping to the Wilson chain gets modified with energy-dependent DOS and couplings.

In Ref. \[112\] it is argued that after integrating out the conduction electron degrees of freedom, the following two models result in the same effective action for the impurity degrees of freedom

$$H'_{A} = \int_{-1}^{1} d\epsilon \, g(\epsilon) \, a_{\mu}^{\dagger}(\epsilon) \, a_{\mu}(\epsilon) + H_d + \int_{-1}^{1} d\epsilon \, h(\epsilon) \left[ a_{\mu}^{\dagger}(\epsilon) \, d_{\mu} + h.c. \right],$$  

(B.1)

and

$$H_{A} = \int_{-1}^{1} d\epsilon \, a_{\mu}^{\dagger}(\epsilon) \, a_{\mu}(\epsilon) + H_d + \int_{-1}^{1} d\epsilon \left( \frac{\tilde{\Delta}(\epsilon)}{\pi} \right)^{1/2} \left[ a_{\mu}^{\dagger}(\epsilon) \, d_{\mu} + h.c. \right],$$  

(B.2)

(with $\tilde{\Delta}(\epsilon) = \pi \tilde{\rho}(\epsilon) \tilde{t}(\epsilon)^2$ the dimensionless hybridization and $\tilde{\rho}(\epsilon) \equiv \rho(\epsilon) D_F$ and $\tilde{t}(\epsilon) = t(\epsilon) / D_F$ the dimensionless conduction electron DOS and coupling, respectively) provided that

$$\frac{\partial g^{-1}(x)}{\partial x} \, h \left( g^{-1}(x) \right)^2 = \tilde{\rho}(x) \tilde{t}(x)^2$$  

(B.3)

holds with $g^{-1}$ the inverse of $g$. Eq. (B.3) is obviously satisfied with the choice $g(\epsilon) = \epsilon$ and $h(\epsilon) = \sqrt{\tilde{\Delta}(\epsilon) / \pi}$. However, to be able to reduce the Hamiltonian to an $s$-channel form, it is better to choose $h(\epsilon)$ to be constant in each interval of the logarithmic discretization, and so $g(\epsilon)$ has to be modified accordingly to meet Eq. (B.3). Keeping the same notation as in Subsec. 2.4.2, we define $h(\epsilon)$ to take the following value in the $n$th interval

$$h(\epsilon) = h_n^+ \equiv \left[ \frac{1}{\tau_n} \int_{\Lambda_n^{-(n+1)}}^{\Lambda_n^{-n}} d\epsilon \, \tilde{\rho}(\epsilon) \tilde{t}(\epsilon)^2 \right]^{1/2}, \quad \text{if} \quad \Lambda_n^{-(n+1)} < \epsilon \leq \Lambda_n^{-n},$$  

(B.4)

$$h(\epsilon) = h_n^- \equiv \left[ \frac{1}{\tau_n} \int_{\Lambda_n^{-(n+1)}}^{\Lambda_n^{-(n-1)}} d\epsilon \, \tilde{\rho}(\epsilon) \tilde{t}(\epsilon)^2 \right]^{1/2}, \quad \text{if} \quad \Lambda_n^{-(n+1)} < -\epsilon \leq \Lambda_n^{-n}$$  

(B.5)

With this choice, the tunneling part is of the form

$$H'_{A} = \sum_{\mu} \left( 1 - \Lambda_n^{-1/2} \sum_{n} \Lambda_n^{-n/2} \, (h_n^+ a_{n0\mu} + h_n^- b_{n0\mu} + h.c.) \right)$$

$$= \left( \int_{-1}^{1} d\epsilon \, \tilde{\rho}(\epsilon) \tilde{t}(\epsilon)^2 \right)^{1/2} \sum_{\mu} \left( d_{\mu}^{\dagger} f_{0,\mu} + h.c. \right),$$  

(B.6)
with

\[
f_{0,\mu} = \left( \frac{1}{\int_{-1}^{1} d\mathcal{E} \tilde{\rho}(\mathcal{E}) \tilde{t}(\mathcal{E})^2} \right)^{1/2} \sum_{n} \Lambda^{-n/2} \left( h_{n}^{+} a_{n0\mu} + h_{n}^{\mu} b_{n0\mu} \right), \tag{B.7}
\]

so that \( \{ f_{0,\mu}, f_{0,\nu}^{\dagger} \} = \delta_{\mu,\nu} \) again.

The next task is to map \( \mathcal{H}_{A}^{\text{kin}} \) to the Wilson chain. Here we make the same approximation as in Subsec. 2.4.2 by dropping all terms with \( p \neq 0 \) contributions, that do not couple directly to the impurity

\[
\mathcal{H}_{A}^{\text{kin}} \rightarrow \mathcal{H}_{A}^{\text{kin}} = \sum_{\mu} \int_{-1}^{1} d\mathcal{E} g(\mathcal{E}) \sum_{n} \frac{1}{l_{n}} \left( a_{n0\mu}^{\dagger} a_{n0\mu} + b_{n0\mu}^{\dagger} b_{n0\mu} \right)
\]

\[
= \sum_{n\mu} \left( s_{n}^{+} a_{n0\mu}^{\dagger} a_{n0\mu} + s_{n}^{-} b_{n0\mu}^{\dagger} b_{n0\mu} \right), \tag{B.8}
\]

with

\[
s_{n}^{+} = \frac{1}{l_{n}} \int_{-\Lambda^{-n}}^{\Lambda^{-n}} d\mathcal{E} g(\mathcal{E}) , \tag{B.9}
\]

\[
s_{n}^{-} = \frac{1}{l_{n}} \int_{-\Lambda^{-n}}^{\Lambda^{-n}} d\mathcal{E} g(\mathcal{E}). \tag{B.10}
\]

As it is argued in e.g. [112], the specific form of \( g(\mathcal{E}) \) need not be known, as in the formulas only its integrals over the intervals \( \pm [\Lambda^{-(n+1)}, \Lambda^{-n}] \) appear. From Eq. (B.8) \( g(\pm \Lambda^{-n}) = \Lambda^{-n} \) can be inferred. Using this relation together with Eq. (B.3) it is straightforward to show that

\[
s_{n}^{+} = \frac{\int_{-\Lambda^{-n}}^{\Lambda^{-n}} d\mathcal{E} \mathcal{E} \tilde{\rho}(\mathcal{E}) t(\mathcal{E})^{2}}{\int_{-\Lambda^{-n}}^{\Lambda^{-n}} d\mathcal{E} \tilde{\rho}(\mathcal{E}) \tilde{t}(\mathcal{E})^{2}}, \tag{B.11}
\]

\[
s_{n}^{-} = \frac{\int_{-\Lambda^{-n}}^{\Lambda^{-n}} d\mathcal{E} \mathcal{E} \tilde{\rho}(\mathcal{E}) t(\mathcal{E})^{2}}{\int_{-\Lambda^{-n}}^{\Lambda^{-n}} d\mathcal{E} \tilde{\rho}(\mathcal{E}) \tilde{t}(\mathcal{E})^{2}}. \tag{B.12}
\]

Now, we demand \( \mathcal{H}_{A}^{\text{kin}} \) to be of tridiagonal form, i.e.

\[
\sum_{n\mu} \left( s_{n}^{+} a_{n\mu}^{\dagger} a_{n\mu} + s_{n}^{-} b_{n\mu}^{\dagger} b_{n\mu} \right) = \sum_{n\mu} \left[ \epsilon_{n\mu} f_{n\mu}^{\dagger} f_{n\mu} + t_{n\mu} \left( f_{n+1,\mu}^{\dagger} f_{n,\mu}^{\dagger} + h.c. \right) \right], \tag{B.13}
\]

here \( \epsilon_{n\mu} \) are called the on-site energies, and \( t_{n\mu} \) denote the hopping amplitudes. We apply the Lánčos tridiagonalization procedure [119, 123] to achieve this form and find the coefficients in the decomposition Eq. (2.45) and its inverse Eqs. (2.46), (2.47). The coefficients \( u_{0m} \) and \( v_{0m} \).
are already determined by Eq. (B.7). Using their knowledge we set up the recursion relations to determine the further coefficients, \( \epsilon_{n\mu} \) and \( t_{n\mu} \). Inserting Eqs. (2.46), (2.47) into Eq. (B.13), we get the following relation between the coefficients of \( f_n \) on the two sides of Eq. (B.13)

\[
\sum_m \left( s_m^+ u_{nm} a_m^+ + s_m^- v_{nm} b_m^+ \right) = \epsilon_n f_n^\dagger + t_n f_{n+1}^\dagger + t_{(n-1)} f_{n-1}^\dagger ,
\]  

(B.14)

which gives for \( n = 0 \)

\[
\sum_m \left( s_m^+ u_{0m} a_{0m}^+ + s_m^- v_{0m} b_{0m}^+ \right) = \epsilon_0 f_0^\dagger + t_0 f_1^\dagger .
\]  

(B.15)

Taking the anticommutator of \( f_0 \) with both sides of Eq. (B.15) we find \( \epsilon_0 \) as

\[
\epsilon_0 = \sum_m \left( s_m^+ u_{0m} + s_m^- v_{0m} \right) .
\]  

(B.16)

Taking the anticommutator of both sides of Eq. (B.15) with themselves we get

\[
\epsilon_0^2 + t_0^2 = \sum_m \left( s_m^+ u_{0m} \right)^2 + \left( s_m^- v_{0m} \right)^2 ,
\]  

(B.17)

and thus

\[
t_0^2 = \sum_m \left( \left( s_m^+ u_{0m} \right)^2 + \left( s_m^- v_{0m} \right)^2 \right) - \left( \sum_m \left( s_m^+ u_{0m} + s_m^- v_{0m} \right) \right)^2 .
\]  

(B.18)

Now to carry on with the recursion we have to express \( u_{1m} \) and \( v_{1m} \) in terms of what is known so far. This can be done by using Eq. (B.15). The result is

\[
u_{1m} = \frac{u_{0m} \left( s_m^- - \epsilon_0 \right)}{t_0} ,
\]  

(B.19)

\[
v_{1m} = \frac{v_{0m} \left( s_m^- - \epsilon_0 \right)}{t_0} .
\]  

(B.20)

Following the same logic we get for \( n > 0 \)

\[
\epsilon_n = \sum_m \left( s_m^+ u_{nm}^2 + s_m^- v_{nm}^2 \right) ,
\]  

(B.21)

\[
t_n^2 = \sum_m \left( \left( s_m^+ u_{0m} \right)^2 + \left( s_m^- v_{0m} \right)^2 \right) - \epsilon_n^2 - t_{(n-1)}^2 ,
\]  

(B.22)

\[
u_{(n+1)m} = \frac{u_{nm} \left( s_m^- - \epsilon_n \right) - u_{(n-1)} t_{(n-1)}}{t_n} ,
\]  

(B.23)

\[
v_{(n+1)m} = \frac{v_{nm} \left( s_m^- - \epsilon_n \right) - v_{(n-1)} t_{(n-1)}}{t_n} .
\]  

(B.24)

Note that in case of electron-hole symmetry, i.e. for an even hybridization function, the on-site energies vanish.

There is one more technical remark concerning the tridiagonalization procedure: Because of the exponentially decaying hopping amplitudes, for large \( n \)'s one should resort to arbitrary precision routines for the evaluation of the recursion relations above.
C Initializing the one-channel Kondo model with $\mathbf{SU}_S(2) \times \mathbf{SU}_C(2)$ symmetry

For the above symmetry setup in the first iteration we have three different block multiplets, $u = 1, \ldots, 3$ formed from the impurity spin and the conduction electron at the zeroth site of the Wilson chain, while there are two local/added multiplets in each iteration, $\mu = 1, 2$. These states and their $S, C$ quantum numbers are listed in Tab. C.1 (only highest weight states, i.e. states with the largest $S^z, C^z$ quantum numbers are listed). The reduced matrix elements of the Hamiltonian between the block states then read

$$
_0\langle u \parallel H_0 \parallel v \rangle_0 = J \begin{pmatrix}
-\frac{3}{4} & 0 & 0 \\
0 & \frac{1}{2} & 0 \\
0 & 0 & 0
\end{pmatrix},
$$

(C.1)

with $J$ the exchange coupling strength.

For the construction of the hopping Hamiltonian the matrix elements of $f_0^\dagger$ are needed and can be determined using the Wigner–Eckart theorem. In the present case, the four operators $\gamma^\dagger_0 = \{f_{0,\uparrow}^\dagger, f_{0,\downarrow}^\dagger, f_{0,\downarrow}, f_{0,\uparrow}^\dagger\}$ form an irreducible operator multiplet, thus their invariant matrix elements are the same and are given by

$$
_0\langle u \parallel \gamma^\dagger_0 \parallel v \rangle_0 = \begin{pmatrix}
0 & 0 & \sqrt{2} \\
0 & 0 & -\sqrt{2} \\
\frac{1}{\sqrt{2}} & -\sqrt{\frac{2}{2}} & 0
\end{pmatrix}.
$$

(C.2)

To generate the hopping terms of the Hamiltonian, we also need to know the reduced matrix elements of $\gamma^\dagger_{n+1}$ between the added states. These are as follows

$$
\langle \mu \parallel \gamma^\dagger_{n+1} \parallel \nu \rangle = \begin{pmatrix}
0 & \sqrt{2} \\
-\sqrt{2} & 0
\end{pmatrix}.
$$

(C.3)
Table C.1: Block states at the zeroth site of the Wilson chain (left) and local/added states (right) for the single-channel Kondo model using the group $SU_S(2) \times SU_C(2)$. Block states are formed from the impurity spin and the conduction electrons at the zeroth site of the Wilson chain. Different states correspond to different irreducible subspaces of the group $SU_S(2) \times SU_C(2)$.
D Proof of the diagonal form of the reduced density matrix for SU(2) symmetries

In a different way from how it was demonstrated in the main part of the thesis we show that the reduced density matrix is diagonal in the representation indices in the case when the local symmetries are direct products of SU(2) groups.

The proof consists of two parts. In the first one we show that a scalar operator with respect to SU(2) over the space $V_1 \otimes V_2$, with $V_1, V_2$ two, finite dimensional vector spaces, has a special form in terms of tensor products between irreducible tensor operator components acting on $V_1$ and $V_2$, respectively. In the second part we show that the trace of this special form over $V_1$ vanishes unless the trace of a scalar operator was taken. As a consequence the reduced density matrix remains scalar under further reduction.

Claim: Let $V_1$ and $V_2$ be vector spaces of dimensions $d_1$ and $d_2$, respectively. Let $A$ be a linear mapping of $V_1 \otimes V_2$ into itself ($A \in L(V_1 \otimes V_2)$) which is a scalar with respect to SU(2). Then $A$ can be written of the form

$$A = \sum_{n,m} \sum_{\Omega(n,m) \in \mathbb{Z}^+} \omega \in \Omega(n,m) C_{\Omega(n,m),\omega} Q^{(V_1)}_{\Omega(n,m),\omega} \otimes Q^{(V_2)}_{\Omega(n,m),-\omega} , \quad (D.1)$$

where $\Omega(n,m)$ runs over the non-negative integers and half-integers and satisfies the relation $(2\Omega(n,m) + 1) \leq \min(d_1^2, d_2^2)$; for $i = 1, 2$, $Q^{(V_i)}_{\Omega(n,m),\omega}$ is the $\omega^{th}$ component of an irreducible tensor operator of rank $\Omega(n,m)$, acting on $V_i$. The $C_{\Omega(n,m),\omega}$ are constants with the restriction that there are at most $\min(d_1^2, d_2^2)$ non-zero among them.

Proof: First we show that $A$ can be decomposed as

$$A = \sum_{n,m} \sum_{\Omega_1(n),\Omega_2(m) \in \mathbb{Z}^+} \Omega_1(n) \Omega_2(m) \sum_{\omega = -\Omega_1(n), \omega_2 = -\Omega_2(m)} C^{\Omega_1(n),\omega_1}_{\Omega_2(m),\omega_2} Q^{(V_1)}_{\Omega_1(n),\omega_1} \otimes Q^{(V_2)}_{\Omega_2(m),\omega_2} , \quad (D.2)$$

where $(2\Omega_1(n) + 1) \leq d_1^2$ and $(2\Omega_2(m) + 1) \leq d_2^2$ and among the constants $C^{\Omega_1(n),\omega_1}_{\Omega_2(m),\omega_2}$ at most $d_1^2d_2^2$ are non-zero. This decomposition is a consequence of (i) that $\forall A \in L(V_1 \otimes V_2)$ can be decomposed as

$$A = \sum_{i=1}^{d_1^2} \sum_{j=1}^{d_2^2} c^{ij} B^{(V_1)}_i \otimes B^{(V_2)}_j , \quad (D.3)$$

where for $i = 1, 2$, $k = 1, \ldots, d_1^2$, $B^{(V_i)}_k$ enumerate the elements of the canonical basis of $L(V_i)$, the linear mappings of $V_i$ into itself and the $c^{ij}$ are constants; and (ii) that $\forall O \in L(V_i)$
can be expressed in terms of the irreducible tensor operator components as these components form a basis of \( L(V_i) \).

Let \( D^{(\Omega)}_{\omega_1,\omega_2}(g) \) be the matrix elements of the \((2\Omega + 1)\)-dimensional, irreducible representation of SU(2), with \( g \in SU(2) \) arbitrary. By using its invariance under the action of SU(2), we can rewrite \( A \) as

\[
A = \sum_{\Omega_1(n),\Omega_2(m) \in \mathbb{Z}^+} \sum_{\omega_1 = -\Omega_1(n)}^{\Omega_1(n)} \sum_{\omega_2 = -\Omega_2(m)}^{\Omega_2(m)} C_{\Omega_1(n),\omega_1,\Omega_2(m),\omega_2}^{\Omega_1(n),\omega_1} \times D^{(\Omega_1(n))}_{\omega_1,\omega_1'}(g) D^{(\Omega_2(m))}_{\omega_2,\omega_2'}(g) Q^{(V_1)}_{\Omega_1(n),\omega_1} \otimes Q^{(V_2)}_{\Omega_2(m),\omega_2'} .
\]  

By decomposing the product of the irreducible representations in Eq. (D.4) into irreducible representations, as usual, we have

\[
D^{(\Omega_1)}_{\omega_1,\omega_1'}(g) D^{(\Omega_2)}_{\omega_2,\omega_2'}(g) = \sum_{\Omega = |\Omega_1 - \Omega_2|}^{\Omega_1 + \Omega_2} \langle \Omega \omega_1 + \omega_2 | \Omega_2 \omega_2 \Omega_1 \omega_1 \rangle^* D^{(\Omega)}_{\omega_1',\omega_2',\omega_1,\omega_2}(g) \times \langle \Omega \omega_1' + \omega_2' | \Omega_2 \omega_2' \Omega_1 \omega_1 \rangle .
\]  

By substituting the form above into Eq. (D.4) and by integrating both sides over SU(2) we obtain Eq. (D.1) with the identification

\[
C^{(\Omega_1,n,m)}_{\omega_1} = \frac{(-1)^\omega}{2 \Omega(n,m) + 1} \sum_{\omega_1 = -\Omega(n,m)}^{\Omega(n,m)} C_{\Omega_1(n),\omega_1,\Omega_2(m),-\omega_1}^{\Omega_1(n),\omega_1} (-1)^\omega ,
\]  

with \( \Omega(n,m) = \Omega_1(n) = \Omega_2(m) \). Here we have used the fundamental orthogonality theorem in the form

\[
\int D^{(\Omega)}_{\omega_1,\omega_2,\omega_1',\omega_2'}(g) dg = \int D^{(0)}_{\omega_1,\omega_2,\omega_1',\omega_2'}(g) dg = \delta_{\Omega_1,\Omega_2} \delta_{\omega_1,\omega_2} \delta_{\omega_1',\omega_2'} ,
\]  

and the fact that the \( \Omega = 0 \) summation index appears in Eq. (D.5) only if \( \Omega_1 = \Omega_2 \). To get Eq. (D.6) we have also exploited the relation

\[
\langle 0 \Omega - \omega \Omega \omega \rangle = \frac{(-1)^{\Omega - \omega}}{\sqrt{2\Omega + 1}} .
\]  

If we have a direct product of several SU(2) groups instead of only one the above statement remains true with the distinctive feature that instead of one representation index we have an array of indices referring to the different SU(2) groups.

The proof for the diagonal form of the reduced density matrix goes by induction for the iteration steps again. \( R^{N_{\text{max}}} \) is a scalar and, by making use of the previous claim, it can be written as a sum over tensor products of irreducible tensor operator components acting on the local vector spaces at each site, i.e. of the form

\[
R^{N_{\text{max}}} = \sum_i \left( T^{(\text{loc})}_i \right)^w_{\omega w} \otimes \left( T^{[N_{\text{max}}-1]}_i \right)^w_{-\omega} ,
\]  
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where \( T_{i}^{[\text{loc}]} \) and \( T_{i}^{[N_{\text{max}}-1]} \) are irreducible tensor operator components acting on the local vector space at site \( N_{\text{max}} \) and on the remaining, local vector spaces, respectively.

To obtain \( R_{KK}^{[N_{\text{max}}-1]} \) we have to trace over the local basis states, \( \{|q_{\mu},q_{z\mu}\rangle_{\text{loc}}\} \), that is we have to recover the following matrix elements

\[
R_{KK}^{[N_{\text{max}}-1]}(v_{u}) = \sum_{\nu,\mu} \text{sgn}(T_{i}^{[N_{\text{max}}-1]} \nu) \langle Q_{\mu} || T_{i}^{[N_{\text{max}}-1]} || Q_{v} \rangle \langle q_{\mu} || S_{i}^{\text{loc}} || q_{\nu} \rangle \times \langle Q_{u} Q_{z} | w_{\gamma}, w_{z\gamma} Q_{v} Q_{z} \rangle \prod_{\gamma=1}^{s_{z}} \sum_{(q_{\gamma})_{\mu}} \langle (q_{\gamma})_{\mu} (q_{\gamma})_{\mu}^z | (w_{\gamma})_{\mu} (w_{\gamma})_{\mu}^z (q_{\gamma})_{\mu} (q_{\gamma})_{\mu}^z \rangle ,
\]

where we have made use of the Wigner–Eckart theorem. The coefficient \( \text{sgn}(.,.) \) appears for that the terms above might acquire minus signs according to the number of fermionic operators and excitations present in \( T_{i}^{[N_{\text{max}}-1]} \) and in \( |Q_{\mu} Q_{z}\rangle \), respectively.

Next we show that

\[
\sum_{q=1}^{q} \langle q q^{z} | s s^{z} q q^{z} \rangle = (2q + 1) \delta_{s,0} \delta_{s^{z},0} .
\]

\( s^{z} = 0 \) must hold otherwise \( q^{z} + s^{z} = q^{z} \) would not be satisfied. The sum can be rewritten as

\[
\sum_{q=1}^{q} \langle q q^{z} | s 0 q q^{z} \rangle = \sqrt{2q + 1} \sum_{q'=1}^{q} (-)^{-q-q'} \langle s 0 | q q^{z} q - q^{z} \rangle \times \langle 0 0 | q q^{z} q - q^{z} \rangle \sqrt{2q + 1} (-)^{s+q^{z}} = (2q + 1) \delta_{s,0} .
\]

It has the implication that the terms from Eq. \( (D.10) \) that give non-vanishing contribution to \( R_{KK}^{[N_{\text{max}}-1]} \) are the ones with a scalar \( T_{i}^{[\text{loc}]} \) and so \( T_{i}^{[N_{\text{max}}-1]} \) is also an SU(2) invariant, that is \( R_{KK}^{[N_{\text{max}}-1]} \) is a scalar. The induction towards smaller iteration steps goes the same way.
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