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1 Introduction

Originally emerging as file sharing applications, the peer-to-peer principle has proven to be very successful in a number of different areas of application ranging from Internet telephony (e.g. Skype [1]) via video on demand and Internet television (e.g. SopCast [2]) to grid computing. Nowadays, peer-to-peer traffic accounts for more than half of the overall Internet traffic [3]. Among many advantages of the peer-to-peer principle, the elimination of bandwidth, processing and storage bottlenecks, savings on deployment and operation costs and the difficult traceability of peer-to-peer users all contributed to this success.

Generally speaking, a peer-to-peer network can be defined as a self-organizing system of equal, autonomous entities (peers), which aims for the shared usage of distributed resources in a networked environment avoiding central services [4]. One of the most basic functionalities of such a peer-to-peer system is the lookup of shared resources in the network. This functionality can be implemented in two fundamentally different ways. In unstructured peer-to-peer systems, peers form an unstructured low diameter overlay network, in which shared resources can be looked up using limited flooding or random walk search. In contrast, structured peer-to-peer systems, e.g. Distributed Hash Tables (DHTs), create and maintain a distributed indexing structure where resource location information can be found iteratively by a directed lookup process without requiring network-wide flooding.

In a DHT, similarly to ordinary hash tables, each data element is associated with a key. Key space is partitioned among all participating peers and each peer is storing data elements whose key lies within its respective key space partition. Keys and peer identifiers are mapped to a same ID space and a closeness metric is used to define distances in this ID space. Key space partitioning is based on this metric: data is stored at the node(s) whose ID is the closest to the key of the data. To access data belonging to key space partitions of remote peers, nodes forming a DHT are organized into a structured overlay that can be described by a graph. Data in a DHT is stored and retrieved using a routing algorithm on top of this overlay.

My dissertation investigates two main aspects of routing process in DHT overlays. In Theses 1, I have proposed a generic mathematical model to describe relationship between overlay structure and static routing performance for a large class of DHTs. Then, in Theses 2, I have investigated maintenance of DHT overlays and have proposed a novel asymptotically optimal stochastic overlay maintenance strategy.

2 Objectives

A huge number of Distributed Hash Tables variants have been proposed [5, 6, 7, 8, 9, 10, 11] since the publication of the very first structured peer-to-peer systems in 2001. Although architectural and algorithmic details of these DHT proposals can
differ significantly, the foundations of lookup mechanisms are very similar for most of them. There are several empirical studies (based on simulations) comparing static and dynamic performance of different DHT routing mechanisms using various parameter settings [12, 13]. There exist also detailed analytical models for some DHTs, however, these models are usually restricted to one specific DHT implementation. Finally, some aspects of DHT routing are covered by generic models, e.g., static resilience of DHT routing against failure [14] or the impact of lookup strategy, lookup parallelism and replication on DHT routing performance under churn [15]. However, to the best of my knowledge, there exist no generic analytical models capturing the relationship between overlay structure and routing performance of DHTs in static networks. The objective of Theses 1 is to fill this gap proposing a generic stochastic model of DHT overlays and overlay routing which covers a large family of DHTs.

Most P2P systems are inherently dynamic; peers join, leave and rejoin the network frequently. This process of permanent joining and leaving of peers is called churn [16] in peer-to-peer terminology. To cope with this dynamism and provide good lookup performance under churn, DHTs need to implement several architectural components, e.g.: replica maintenance, static resilience [11, 12, 14], churn-tolerant lookup strategies [15, 17], overlay maintenance [8, 10], etc. The objective of These 2 is to investigate and propose a novel, stochastic approach for overlay maintenance in order to minimize maintenance overhead under churn.

3 Methodology

In Theses 1, mathematical analysis has been the main approach. To provide a generic model of overlay routing in a large subclass of DHTs, I have applied a logarithmic transformation to distances in the DHT metric space. In the obtained transformed view, I have used stochastic analysis (mainly renewal theory) to describe both long-range connection distribution and routing progress. To derive closed form formulas for various distribution parameters, I have used the Mathematica software.

In Theses 2, I have applied the obtained mathematical model to design a novel stochastic long-range connection maintenance algorithm. To evaluate analytically performance of the proposed maintenance algorithm in a network under churn, I have used a linear equation system combined with a continuous time Markov-chain model. I have also validated analytical results by extensive simulations up to network sizes of 128k nodes. In order to be able to simulate very large networks and analyze scalability, I have implemented algorithms in a cycle-based simulator and ignored transport layer mechanisms.
Figure 1: General model to describe DHT routing overlays (example)

### 3.1 Modeling assumptions and notations

To describe routing overlay of DHTs, I have used the terminology and reference model defined in [18]. The metric space – into which node identifiers are mapped to in a DHT – plays a key role in the analysis of DHT routing. I have considered a one dimensional Euclidean metric space within the interval [0, 1) that wraps around (this can be represented as a ring, see Figure 1). Distance between two nodes in this metric space is defined as their distance along the ring in clockwise direction\(^1\), formally: \(d(x, y) = y - x + I_{x>y}\).

Each node has two different types of connections to other nodes: short-range connections (called “local” connection in [18]) to a fixed number \((N_S)\) of closest nodes (in clockwise direction) and long-range connections to some distant nodes. These nodes are called short-range and long-range peers of the node, respectively. Figure 1 shows short-range connections \((S_1, S_2, S_3)\) and long-range connections \((L_0, L_1, L_2, L_3)\) of node A.

Routing is assumed to be greedy: a node forwards a lookup request to its peer being the closest to the target node in the metric space of the DHT (without overshooting it).

Routing overlay of many DHT implementations (Chord [5], Pastry [6], Symphony [9], Accordion [10] etc.) can be described (or approximated) using the above system model (e.g. routing in Pastry is more complex but is based on the same greedy algorithm). However, there are a few exceptions, for example DHTs using multidimensional metric spaces (e.g., CAN [7]) or non-Euclidean metric spaces (e.g., Kademlia\(^1\)). This definition implies that the metric space is in fact only a quasi-metric space, since it does not satisfy the symmetry requirements. Extending the model to bidirectional routing where distance is defined as the shortest path along the ring, a real metric space can be obtained.
In Theses 1, I analyze in more details two extreme overlay families, deterministic and probabilistic power-law routing overlays:

**Definition 1** (Probabilistic power-law routing overlay (PPLRO)). A routing overlay is called probabilistic power-law routing overlay when the choice of long-range connections is not deterministic and they only have to satisfy the following requirement: the probability of having a long-range connection to another overlay node is inversely proportional to the $d^{th}$ power of the distance between the two nodes in the $d$ dimensional metric space$^2$ embedding node identifiers [19]. Join algorithm of probabilistic routing overlays create initial long-range connections of joining nodes according to this distance distribution.

**Definition 2** (Deterministic power-law routing overlay (DPLRO)). A routing overlay over a one-dimensional metric space is called deterministic power-law routing overlay if long-range peers are determined by the power series of the distances $d_i = \frac{c}{q^i}$ where $c$ and $q$ are constant so that $c > 1$ and $0 < q \leq 1$. For unidirectional overlays, the $i^{th}$ long-range connection is chosen as the first node whose distance exceeds $d_i$ while for bidirectional overlays, the $i^{th}$ connection is the node closest to the point at distance $d_i$.

A deterministic power-law routing overlay can be thought of as a generalization of the Chord [5] overlay (for Chord, $c = 2$ and $q = 1$).

The unidirectional overlay and routing model presented above can be easily extended to bidirectional overlays with bidirectional routing. In a bidirectional overlay, both short-range and long-range connections are bidirectional. The other important difference is the distance metric of the DHT metric space: using the ring representation, distance of two nodes is defined as their shortest distance along the ring, formally: $d_b(x, y) = \min[d(x, y), d(y, x)]$. As a result – from the point of view of distances – each node can split the DHT metric space into two symmetrical partitions. Connections of a node are created independently in both of these partitions using the distance distribution of the unidirectional equivalent of the overlay. Greedy routing in bidirectional overlays also becomes bidirectional; requests can be forwarded in both directions depending on the position of the peer node being the closest to the target. Theses 1 present results for unidirectional routing overlays while Theses 2 extend theses results and apply them for bidirectional routing overlays.

The distribution of node identifiers in the metric space of the DHT also affects mathematical analysis of routing in the overlay. Throughout my dissertation, I have assumed that node identifiers are drawn independently at random according to a uniform distribution$^3$ (this is a reasonable assumption in most cases). This implies that distances between adjacent IDs on the ring will be exponentially distributed.

---

$^2$In my thesis work, analysis is restricted to one dimensional metric spaces.

$^3$Strictly speaking, the ID space is discrete for any real system. However, the granularity of this discrete ID space (typically between $2^{128} - 2^{256}$) is so large that it can be considered continuous.
a few cases (explicitly noted), I have assumed that peer identifiers partition the metric space of the DHT deterministically in equal partitions. This is not a realistic scenario, but simplifies considerably mathematical analysis. In these cases, I’ve compared approximate analytical result with simulations using random uniform distribution of peer identifiers.

Finally, when modeling long-range connection selection, I have assumed that it is possible to find a peer node at any given distance in the metric space. This is not realistic in a real system composed of a finite number of nodes. In practice, the closest existing node to the given point is used instead. However, the resulting error between these theoretical and real distances is inversely proportional to the size of the network, hence this is negligible for large networks (which are the main scope of my dissertation).

4 New Results

4.1 Stochastic modeling of overlay structure and routing in distributed hash tables

Although the myriad of different DHT variants might seem significantly different at first sight, routing in most DHT overlays is based on the same foundations – being structurally similar to the “small-world” navigation model of Kleinberg [19]. To obtain a better understanding of these common foundations, I have investigated analytically overlay structure and routing process and proposed a general mathematical model that can be used to describe and compare a large subclass of DHTs.

**THESIS 1:** \([J2, J3, B1]\) Using stochastic methods and a logarithmic distance transformation, I have analyzed the overlay structure and the routing process in DHTs. I have proposed a set of generic overlay parameters to characterize overlay structure in a large subclass of DHTs. Furthermore, I have derived closed form upper bounds on the expected number of routing hops in static networks as a function of network size and these overlay parameters.

Analysis of long-range connection distribution

**THESIS 1.1:** \([J2, J3, B1]\) I have proposed a logarithmically transformed view where long-range connections of a node in most DHTs form a linear or quasi-linear sequence. I have identified a large subclass of DHTs where this sequence can be described (or approximated) as a random sample from an infinite renewal process. To characterize long-range connection distribution in these DHTs, I have introduced a \(\lambda\) long-range connection density and a \(c_v\) long-range connection density coefficient of variation parameter. For \(O(\log n)\) node state DHTs, these parameters characterize the overlay independent of network size.
Definition 3 (Logarithmically transformed view). Let \((\mathcal{I}, d)\) be the metric space embedding node identifiers of a DHT where the distance between a node \(x_0\) and another node \(x_i\) is defined as \(d(x_0, x_i)\). Then the distance of \(x_0\) and \(x_i\) in the logarithmically transformed view of \(x_0\) is defined as:

\[
d'(x_0, x_i) = -\ln \left[ d(x_0, x_i) \right].
\]  

(1)

The transformed view of a base node \(x_0\) can be used to characterize distances between \(x_0\) and a set of other nodes in a DHT. This transformed view can be represented along a half-line \([0, \infty)\) as follows: the base node \(x_0\) itself is in \(+\infty\) while other DHT nodes \(x_i\) (e.g., peers of the base node, or the target node of a lookup process) are represented along this half-line at distance \(d'(x_0, x_i)\) from the 0 point.

To demonstrate linearity of the sequence of long-range connections in the transformed view of a node, Figure 2 represents long-range connections of nodes in various DHT implementations: Chord [5], Pastry [6], Kademlia [8]\(^4\) and probabilistic power-law routing overlays (e.g., Symphony [9] or Accordion [10]). For each of these DHTs, the upper line shows long-range peers of the node in the real metric space of the DHT (to ease graphical representation, the ring geometry of the metric space have been straightened) while the lower line shows these peers in the logarithmically transformed view of the node. In the real metric space, the represented node is in point 0. In the transformed view, this point corresponds to \(+\infty\). Finally, long-range connections in the transformed view span within the range \([0, -\ln d_S]\), where \(d_S\) is the distance from the farthest short-range peer of the node (represented by grey circle in Figure 2).

Although long-range connection distribution differs for each of the above DHT implementations, Figure 2 shows that it is possible to partition the long-range connection domain in the transformed view into equally sized partitions of length \(\Delta x\) so that the number of long-range connections \(N_L(\Delta x)\) be the same inside each of these partitions (either deterministically or in expected value). Based on this observation, I have defined a \(\lambda_{\Delta x}\) long-range connection density parameter as:

\[
\lambda_{\Delta x} = \frac{E \left[ N_L(\Delta x) \right]}{\Delta x}.
\]  

(2)

For \(O(\log n)\) node state DHTs, this \(\lambda_{\Delta x}\) parameter characterizes long-range connection distribution of the DHT overlay independent of network size. In general, the choice of \(\Delta x\) is not arbitrary. In order to obtain constant long-range connection density in the entire long-range connection domain of the transformed view, \(\Delta x\) might need to be set to a DHT specific value (see again Figure 2).

I have identified an important family of DHTs where the sequence of long-range connections in the transformed view of the node is even more “regular”:\n
\(^4\)For Pastry, the parameter \(b\) is the bit length of numbers in the routing table, while the parameter \(k\) for Kademlia is the maximum size of buckets
Definition 4 (Regular power-law routing overlays (RPLRO)). A power-law routing overlay is called regular if the sequence of long-range connections of a node in its transformed view corresponds to a randomly chosen sample of length \((-\ln d_S)\) from an infinite renewal process and these random samples are chosen independently for each node.

Hence distances between subsequent long-range connections of a node in its transformed view are \(i.i.d\) and the distribution function \(F(x)\) of these \(i.i.d\) random variables identifies unambiguously a regular power-law routing overlay. For regular power-law routing overlays, long-range connection density can be defined independent of \(\Delta x\) as

\[
\lambda = \lim_{\Delta x \to 0} \frac{E[N_L(\Delta x)]}{\Delta x} = \frac{1}{\mu}
\]

and \(\lambda = \frac{1}{\mu}\) uniformly for any distances within the long-range connection domain, where \(\mu\) is the mean distance between subsequent long-range connections of a node in its transformed view.

Probabilistic power-law routing overlays are regular (see Thesis 1.2). Pastry [6]
and Kademlia [8] are not regular but are close to being regular with only small distortions. Finally, Chord [5] and deterministic power-law routing overlays in general are not regular, but, they can be made regular: Considering the transformed view of a node in a DPLRO, its first long-range peer is always located at \( \ln c \). Substituting the constant \( q \) in Definition 2 by a random variable so that this first long-range peer be evenly distributed in the range \([0, \ln c]\), the overlay becomes regular.

Probabilistic power-law routing overlays form a very special subset of regular power-law routing overlays:

**Thesis 1.2 [J2, J3, B1]:** I have proved that the sequence of long-range connections of a node in a probabilistic power-law routing overlay can be described as a random realization of a truncated Poisson process in the transformed view of this node and long-range connection density of this overlay is equal to the \( \lambda \) intensity of this Poisson process.

**Analysis of routing**

Routing in most DHTs is based on the combined use of short-range and long-range connections\(^5\). The first routing hops usually take place via long-range connections while the last hops usually take place via short-range connections. Except for completely deterministic routing overlays, the probability of routing via a short-range connection increases monotonously approaching to the target and it is not possible to clearly separate routing process into distinct long-range and short-range routing phases.

As a first approximation, in order to allow analytical study of this complex dual routing process, I have restricted analysis to routing via long-range connections and replaced short-range connections by additional imaginary long-range connections. The sequence of long-range connections in the transformed view of a node spans until the farthest short-range connection of this node. When considering long-range only forwarding, this sequence continues until infinity in this transformed view as imaginary long-range connections. Hence, for regular power-law routing overlays, the concatenation of the sequence of real and imaginary long-range connections corresponds to an infinite sample from an infinite renewal process. In the real routing overlay, forwarding takes place via a short-range peer only when the target node is closer than the closest long-range peer of the forwarding node. When the real routing overlay is forwarding via a short-range peer, the long-range only model is forwarding through an imaginary long-range peer at a smaller distance.

Figure 3 demonstrates this difference between real forwarding via a short-range connection and long-range only forwarding via an imaginary long-range connection. The upper line in the figure represents the real metric space while the lower line shows the transformed view of the forwarding node. For a real overlay, forwarding occurs

\(^5\)There are a few exceptions: e.g., Kademlia [8] nodes only have long-range connections while CAN [7] nodes only have short-range connections.
via a short-range connection. However, using the long-range only model, forwarding takes place via the imaginary long-range connection being the closest to the target node.

I have proven that the expected value of the per-hop routing progress is always smaller for the long-range only model than for the real routing overlay, hence results obtained from the long-range only model can be used as a lower bound on per-hop routing progress. In Theses 1.3, 1.4, 1.5 and 1.6, I have analyzed long-range only routing using the renewal process model of Thesis 1.1. Then, in Thesis 1.7 and 1.8, I have used the obtained results to derive closed-form upper bounds on the expected number of routing hops as a function of network size and overlay parameters (for real routing via both short-range and long-range connections).

**THESIS 1.3: [B1]** Considering long-range only forwarding in a regular power-law routing overlay, let \( F_k \) and \( F_{k+1} \) be the forwarding nodes in hops \( k \) and \( k+1 \) of a lookup process. Furthermore, let \( u_k \) be the random variable corresponding to the per hop routing progress, defined as the distance between the images of forwarding nodes \( F_k \) and \( F_{k+1} \) in the transformed view of the target node. I have proved that (i) the sequence of the random variables \( u_k \) for subsequent hops of a lookup process are i.i.d and (ii) the expected value of \( u_k \) can be lower bounded by:

\[
E[u_k] \geq -\ln \left[ 1 - e^{-\frac{1+c_v^2}{2\lambda}} \right],
\]

where \( \lambda \) is the long-range connection density and \( c_v \) is the long-range connection density coefficient of variation in the overlay.

An important consequence of Thesis 1.3 is that the progress of routing via long-range connections can be also modeled using renewal theory in the transformed view of the target (note that the renewal process describing long-range connections of a node and the renewal process describing the progress of routing are different).

As expected, the lower bound on the expected per-hop progress increases monotonously with increasing \( \lambda \) and decreases monotonously with increasing \( c_v \). For two specific regular power-law routing overlay families (probabilistic and regularized deterministic overlays) I have also derived the closed form distribution of the random variable \( u \) as a function of the \( \lambda \) long-range connection density:
**THESIS 1.4 [J2, B1]:** For probabilistic power-law routing overlays, I have derived the distribution of the per-hop routing progress $u$ via long-range connections in the transformed view of the target node:

\[ f_{\text{prob}}(u) = \lambda (1 - e^{-u})^{(\lambda-1)} e^{-u} \] (5)

and

\[ F_{\text{prob}}(u) = (1 - e^{-u})^{\lambda}, \] (6)

where $\lambda$ is the long-range connection density of the overlay.

As a consequence, the expected value of the per hop progress towards the target in its transformed view is:

\[ E_{\text{prob}}[u] = \int_0^\infty f_{\text{prob}}(u) u \, du = H_\lambda, \] (7)

where $H_x$ is the harmonic number of $x$ (generalized for real numbers).

Substituting $\lambda = 1$ into Equation 5 gives the pdf of the exponential distribution with parameter 1. Hence, $\lambda = 1$ is a very special long-range connection density value for probabilistic power-law routing overlays where routing progress can be described by a Poisson process of rate 1 in the transformed view of the target node.

Results of Thesis 1.4 can be transformed back from the transformed view of the target node to the real metric space of the DHT as follows:

**THESIS 1.5: [J3, B1]** I have derived the distribution and the expected value of the ratio of distances from the target after and before a routing hop via a long-range connection for a probabilistic power-law routing overlay:

Consider the routing process in a probabilistic power-law routing overlay of long-range connection density $\lambda$. Then the series of random variables $w_k = \frac{d_{k+1}}{d_k}$ describing the ratio of distances from the target after and before a routing hop via a long-range connection are i.i.d and the pdf and expected value of $w_k$ are:

\[ f_{\text{prob}}^w(w) = \lambda (1 - w)^{(\lambda-1}) \quad \text{if} \quad 0 < w < 1 \quad \text{and} \quad 0 \quad \text{otherwise} \] (8)

and

\[ E[w] = \frac{1}{1+\lambda}. \] (9)

**THESIS 1.6 [B1]:** For “regularized” deterministic power-law routing overlays, I have derived the distribution of the per-hop routing progress via long-range connections in the transformed view of the target node:

\[ f_{\text{det}}(u) = \begin{cases} \frac{\lambda e^{-u}}{1 - e^{-u}} & \text{if} \quad u > -\ln \left[ 1 - e^{1/\lambda} \right] \\ 0 & \text{otherwise} \end{cases} \] (10)
The relationship between the $\lambda$ long-range connection density and the parameter $c$ used in the Definition 2 is the following:

$$\lambda = \frac{1}{\ln c} \iff c = e^{\frac{1}{\lambda}}. \quad (11)$$

Figure 4 compares $E[u]$ (the expected per hop routing progress in the transformed view of the target) and its lower bounds obtained from the general formula of Thesis 1.3 for deterministic and probabilistic power-law routing overlays as a function of long-range connection density. As expected, for the same long-range connection densities, per-hop routing progress is higher for DPLROs ($c_v = 0$) than for PPLROs ($c_v = 1$).

Using Thesis 1.3 and the Lorden bound [20] from renewal theory, it is possible to derive a closed form upper bound on the expected number of routing hops using long-range only forwarding. This upper bound can in turn be used to derive an upper bound for real routing (via both short-range and long-range connections) on the expected number of routing hops as a function of network size:

**Thesis 1.7:** \textit{I have derived an upper bound on the expected number of routing hops $U$ in a regular power-law routing overlay:}

$$U(n, \lambda, c_v, N_S) \leq \frac{\ln n - H_{N_S-1} - 0.42}{\ln [1 - e^{-\frac{1+4c_v^2}{2\lambda}}]} + \frac{2.41\lambda}{\ln^2 [1 - e^{-\frac{1+4c_v^2}{2\lambda}}]} + \epsilon, \quad (12)$$

where $n$ is the number of nodes in the overlay, $\lambda$ is the long-range connection density, $c_v$ is the long-range connection density coefficient of variation, $N_S$ is the number of short-range connections per node and $\epsilon$ is a small positive error term

$$\epsilon \in o \left( \frac{n^{N_S}}{e^n} \right)$$
negligible except for very small network sizes.

For regular power-law routing overlays, where $E[u]$ and $E[u^2]$ can be expressed in closed form, the upper bound of Thesis 1.7 can be further improved:

**THESIS 1.8 [B1]** I have provided a tighter upper bound on the expected number of routing hops $U$ in probabilistic power-law routing overlays:

\[
U(n, \lambda, N_S) \leq \frac{\ln n - H_{N_S-1} - 0.42}{H_\lambda} + \frac{1.645 - \psi'(1 + \lambda)}{H_\lambda^2} + 1 + \epsilon, \quad (13)
\]

where $n$ is the number of nodes in the overlay, $\lambda$ is the long-range connection density, and $N_S$ is the number of short-range connections per node, $\psi'(x)$ is the first derivative of the digamma function and $\epsilon$ is a small positive error term

\[
\epsilon \in o\left(\frac{n^{N_S}}{e^n}\right)
\]

negligible except for very small network sizes.

### 4.2 Asymptotically optimal stochastic overlay maintenance in DHTs

**THESIS 2 [J3]:** I have proposed a novel architectural component to further improve DHT performance under churn. This architectural component applies stochastic long-range connection maintenance to a probabilistic power-law routing overlay with bidirectional connections. I have shown – both analytically and by extensive simulations – that the proposed architectural component guarantees asymptotically minimal maintenance overhead.

The role of short-range and long-range connections is complementary: while short-range connections guarantee the success of routing, long-range connections expedite the routing process to $O(\log n)$ hops. These different roles imply different requirements and optimization opportunities in the maintenance process. To guarantee successful routing, short-range connection maintenance has to be strict, self-stabilizing and proactive. In contrast, to guarantee $O(\log n)$ routing performance, long-range connections only have to meet probabilistic requirements. In these theses, I have proposed a maintenance solution which meets these requirements while reducing long-range connection maintenance overhead to the theoretical lower bound.

**THESIS 2.1 [J3]:** Using the Poisson process model of Thesis 1.2, I have shown a self-healing property of long-range connections in probabilistic power-law routing overlays with bidirectional connections under churn. Assuming a steady state when node arrival and departure rates are equal, distance distribution of long-range connections remains unchanged without any explicit maintenance solely as a side-effect of new connections established by joining nodes.
Although the self-healing property of probabilistic power-law routing overlays with bidirectional connections provides solid foundations to minimize maintenance overhead, it does not entirely replace maintenance mechanisms. When the departure rate of nodes is higher than the arrival rate of new nodes, lost long-range connections need to be created by maintenance process. The contrary is required for growing networks where arrival rate of new nodes is higher than departure rate: without removing some connections, long-range connection density of nodes would grow continuously resulting in extreme node degrees for older nodes.

**THESIS 2.2 [J3]:** I have proposed a stochastic long-range connection maintenance algorithm for probabilistic power-law routing overlays with bidirectional connections, which ignores individual connections and only considers the distance distribution of long-range connections. I have shown analytically that in steady state (where departure/failure and arrival rate of new nodes are equal) the per node average rate at which new long-range connections are created or deleted by the maintenance algorithm is upper bounded by a constant independent of network size. Additionally, the algorithm provides balanced node degree distribution and guarantees an average routing performance which is a function of a $\lambda_{opt}$ system parameter and scales logarithmically with network size.

The proposed algorithm maintains distance distribution of long-range connections by keeping the $\hat{\lambda}$ estimated long-range connection density of each node within a range $[\lambda_{min}, \lambda_{max}]$, where $\lambda_{min} = \lambda_{opt} - \Delta \lambda$ and $\lambda_{max} = \lambda_{opt} + \Delta \lambda$. Applying Thesis 1.2, $\hat{\lambda}$ is calculated for each node by maximum likelihood estimation from the $N_L$ number of its long-range connections and the $d_S$ distance from its farthest short-range peer. Given the bidirectional nature of the overlay, the algorithm uses separate $\hat{\lambda}_r$ and $\hat{\lambda}_l$ estimations for right and left side long-range connection densities:

$$\hat{\lambda}_r = -\frac{N^r_L}{\ln d^r_S} \quad \text{and} \quad \hat{\lambda}_l = -\frac{N^l_L}{\ln d^l_S},$$  \hspace{1cm} (14)

where $d^r_S$ and $d^l_S$ denotes the distance from the farthest short-range peer at the left and right sides respectively while $N^r_L$ and $N^l_L$ denotes the number of long-range connections at the left and right sides respectively.

The proposed maintenance algorithm is reactive and is triggered either when another node creates a new (bidirectional) connection to this node or when a connection failure is detected (via timeouts). Upon these events, maintenance algorithm recalculates the value of the estimated connection density for both sides ($\hat{\lambda}_r$ and $\hat{\lambda}_l$). If $\hat{\lambda}$ is within the range $[\lambda_{min}, \lambda_{max}]$, then no maintenance actions are taken. Otherwise, if $\hat{\lambda}$ falls below $\lambda_{min}$ at either the left or right side, then new connections are created at this side (using the same distance distribution than for joining nodes) until $\hat{\lambda}$ reaches $\lambda_{opt}$. Similarly, if the estimated connection density exceeds $\lambda_{max}$ then randomly selected connections are deleted until $\hat{\lambda}$ reaches $\lambda_{opt}$.

Let $r_{in} = r_{out} = r$ be the arrival and departure (failure) rate of nodes in the
systems. Furthermore let $R_{cm}$ and $R_{dm}$ be the rate at which long-range connections are created and deleted by maintenance, respectively. All of these rates are normalized by the number of nodes in the systems ($n$).

Using a linear equation system and a Markov-chain model, I have shown that the following upper bounds hold for long-range connection creation and deletion rates:

$$R_{dm} \leq \frac{\lambda_{opt} \Delta \lambda r}{\Delta \lambda}$$  \hspace{1cm} (15)

and

$$R_{cm} \leq \frac{\lambda_{opt} \Delta \lambda r}{\Delta \lambda}.$$  \hspace{1cm} (16)

As a consequence of Thesis 1.8, the average number of routing hops in the overlay maintained by this algorithm is upper bounded by a function of $\lambda_{min}$ for a given network size and for a given $\lambda_{opt}$ setting, it scales logarithmically with network size.

I have also verified these statements using extensive simulations. The left graph in Figure 5 shows the number of routing hops (average, 5th and 95th percentiles) as a function of network size for networks with $\lambda_{opt} = 1/\ln 2$ and $\Delta \lambda = 0.2$ long-range connection density parameters and $N_S = 3$ short-range connections at both sides of nodes. The right graph demonstrates balanced node degree representing its average as well as the 5th and 95th percentiles as a function of network size for the same overlay parameters.

**Thesis 2.3 [J3]:** I have proposed a range-based long-range connection establishment algorithm where the expected communication overhead of one connection establishment is upper bounded by a constant independent of network size.

Instead of creating a connection to the node being the closest to the point drawn at random according to the required distance distribution, I define a small range around the selected point, and connection is created to the first node found in this range during the lookup process. Hence, the first (fastest) lookup hit (node ID) matching the determined range will be used. The selection of this range is illustrated in Figure 6,
$d$ is the distance drawn at random to create a new long-range connection. I define a range $[\frac{d}{c}, dc]$ where $c = 1 + \epsilon$, $0 < \epsilon \ll 1$ and $\epsilon$ is a constant system parameter. If there are no nodes within this range (the probability of this event increases with smaller $d$ and $\epsilon$ values), than the lookup process will terminate at the closest node and connection will be created to this node (outside the range).

I have shown analytically that this method reduces average communication overhead of one long-range connection establishment from $O(\log n)$ to $O(1)$. Using extensive simulations, I have also shown that the small random offsets introduced by the use of the above ranges do not significantly distort the distance distribution of long-range connections in the probabilistic power-law routing overlay. Figure 7 compares the theoretical distance distribution of long-range connections for a probabilistic power-law routing overlay of 128k nodes with $\lambda = 1/\ln 2$ and the empirical distribution function for the same overlay obtained by simulations.

**Definition 5** (Network half life). Network half life is defined as the time during which half of the nodes are replaced by new arrivals in the network. [21]. Network half-life characterizes dynamism of a network independent of the number of nodes.
**Thesis 2.4 [J3]:** I have shown that using the stochastic long-range connection mechanism proposed in Thesis 2.2 and the sequential range-based connection establishment mechanism proposed in Thesis 2.3, the overall maintenance traffic per node and per network half-life is $O(\log n)$, where $n$ is the number of overlay nodes. This is asymptotically optimal, since $o(\log n)$ had been proven to be a lower bound on maintenance traffic in order to prevent disconnection of any overlay at high probability [21].

Using Thesis 2.2 and 2.3, Table 1 summarizes various components of long-range connection maintenance overhead per node and per network half-life. Adding these components, I have obtained the $O(\log n)$ bound on overall long-range connection maintenance overhead. Given the constant number of short-range connections, per node short-range connection maintenance overhead does not increase with network size, hence the overall maintenance overhead is also $O(\log n)$.

<table>
<thead>
<tr>
<th></th>
<th>conn. cre./del. rate</th>
<th>per conn. overhead</th>
<th>overall overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>New nodes joining</td>
<td>$O(\log n)$</td>
<td>$O(1)$</td>
<td>$O(\log n)$</td>
</tr>
<tr>
<td>Create by maint.</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>Delete by maint.</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
</tr>
</tbody>
</table>

Table 1: Overview of the components of long-range connection maintenance overhead

## 5 Applicability of New Results

New results in Theses 1 are mainly theoretical, helping to understand better the common foundations of routing in distributed hash tables. In addition, the proposed generic stochastic model can also be used to compare analytically the routing performance of different DHT implementations. Routing performance depends on different overlay parameters which are usually incompatible across different DHT families. In the proposed stochastic model, these incompatible parameters can be translated into a common set of overlay parameters $\{\lambda, c_v, N_S\}$. Using this common parameter set, static routing performance of different DHTs can be compared analytically applying the proposed upper bounds on the expected number of routing hops. Finally, these closed form upper bounds can also be used as an input to derive bounds on other DHT performance metrics; e.g., lookup latencies (in both static networks and under a given level of churn) applying the analytical framework presented in [15].

New results in Theses 2 are more application oriented. Since dynamism and churn are inherent properties of most peer-to-peer systems, efficient maintenance mechanisms are critical to provide good lookup performance in DHTs. Combining the proposed novel stochastic maintenance mechanism with other churn-tolerant architectural components (e.g., churn tolerant lookup strategies [15], fine tuning of timeout handling [17]), it is possible to further decrease overlay maintenance overhead in DHTs while
preserving high availability and good lookup performance. To demonstrate the applicability of stochastic maintenance, I have implemented a DHT (in a simulation environment) which uses the proposed stochastic maintenance component. Based on extensive simulations, I have also proposed protocol parameter settings (summarized in Table 2) for this DHT implementation in order to achieve the best tradeoff between maintenance overhead, lookup performance and availability ($M$ denotes the number of short-range connection maintenance cycles per network half-life).

<table>
<thead>
<tr>
<th>parameter</th>
<th>proposed range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>[10, 50]</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>[1.4, 3.0]</td>
</tr>
<tr>
<td>$\Delta \lambda$</td>
<td>[0.2, 0.3]</td>
</tr>
<tr>
<td>$N_S$</td>
<td>[3, 5]</td>
</tr>
</tbody>
</table>

Table 2: Proposed protocol parameter ranges
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