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Abstract

Taking the uncertain and complex environment into consideration, the selection of the most
appropriatecontrol decisionss a very difficult task. The results of the resegrotssented in the
Thesis focusn the decigin supportregardingthe operational level of manufacturing systems.
Special emphasis is given to the scheduling and rescimgddécisionsthus new rescheduling
policies and schedule stability measures are introduddalving thegiven production scheduse

as input our main goal is to suppodecision makers in utilizing the scheduling system available
at its best performance. Naturally, different scheduling algorittand rescheduling strategies
are compared and evaluated with the simulatitbased methodlogy presented in the
Dissertation.

One of the most important objectives of our research is related to the potential
improvement of computer simulatigras applied to manufacturing systems. Among the current
limits of simulation, existing tools fall shayf offering effective integration into the process of
production planning and control. In order to enhance the capabilities of simulation and make it
more respon®S G2 (2RI & Q Zextdnge simuliatieds intfodugeSaSdri&sEribd in
the Thess, as a possible applicati approach of simulation odifferent hierarchicallevels and
in the variouslife-cycle phases of production systems, based on the requirements specified. Our
proposed view of the combination of Digital Enterprise componentssamdilation, as well as
the related information systems anidterface connectiongreintroduced. Theoreticadolutions
and resultsare validated by computational experiments, and through sevéradustrial) case
studies as well
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1. Introduction

1.1 Motivation

Nowadays an essential role is assigned to the manufacturing and engineering industry that faces
a very dynamic and contilmusly changing environmenrt. 2 R Fa@d@dure production systems
must not only function effectively with small costs but, at the same time, they must respond
rapidly to market changes in a flexible way, producing environmentally friendly at high quality.
The sharp competition between enterprises of our days outlines the utmost importance of the
high utilization of resources (both technical and human ones), low level of work in process
(WIP), high throughput, #ime delivery, etc., in shortof high levelproduction planning,
scheduling and control. Moreover, in manufacturing systems diffesularise from unplanned
tasks andunexpectedevents, strong non-linearities, and a multitude ohuman interactions,
while attempting tocontrolvariousactivitiesin dynamic shogloors.

Complexityanduncertaintytogether seriously limit the effectiveness of conventional control
and scheduling approaches. Manufacturing companies are facing gramemglexity which
arises not only in manufacturing systems, but ie goroducts to be manufactured, in related
processes, and thus in the whole company structure. Very often the response to this challenge
is the implementation of even more compléformation and communication systems, which,
however, over and over agafail to meet the originally expected targets after introduction.

Uncertaintyis another factomwhich decreasethe efficiency of decisions made on each level
of the entire manufacturing system. Information and communication technology {d&3ed
productionplanning and control (PP&)ols handle a large amount of data and provide unified
solutions for a companwide management of these data/alidity and optimality of these
decisions is a key issue in an uncertain, changing environmemertheless, conveional PPC
systems rarely support retime, shopfloor level decision making.

The concept of the Dital Enterprise(DE), i.e., the mapping of all the important elements of
the enterprise processes by means of ICT provides a unique way for managing)hiimmr
SYGSNILINAR&aSa FFLOS Ay (2RIFe&Qa OKFy3IAy3 Sym\ NR y
659¢0 APSdr GiGKS O2ftSOGA2y 2F &adeaiusSvya FyR
product development and realization process in the contextfet@e Of S Y I y[89ASYSy (¢
constitute one of the most promising approaches

DET approackerves as the basis for creating a virtual environment in which the effects of
decisions could be analysed, i.e.spible alternatives, given for the experts (decisioakers),
could be profoundly tested in advance, before the realisation.

Simulationis one of the key technologies applied in the DEdlisations.The traditional
applications of simulatior{e.g., designand analysis of complex systendo not include the
direct couplingwith the production planning and scheduling (PPS) or manufacturing execution
systems (MES). The lack of this integration considerably decreases the effectiveness of the
applicable resultson the level of production control. In the research presented in the
dissertation we couple the simulation withreaHife information systems on the operational
decision level of manufacturing systeniis orderto achieve more adequate results and higher
performance during the operation of the manufacturing system.

The thesis d@s not consider theentire processof the planning and controllingof
productionsystens, but mainly focusson the solutions related toeakttime controldecisions at
the shopfloor level.Most of the corresponding ICT systems can be found on the operational
level, and thus, involvesulsystems ofthe manufacturing execution systems. The leading



principle followed in the dissertation is the initiative to support the decision makimghe
operationallevel of manufacturing systems. In thES,where the planning time periods are
days or hours, the continuous short term refinemédétailed schedulingf the original master
production plan is carried out. The details arie plannirg period of the shogfloor are
presented inFigurel. The topic of the dissertation focuses on the scheduling and rescheduling
related short term decision support that is highlighted in thersherm area in the figure.

detailed
scheduling

Plan details

master production
planning

short

term strategic

planning

term long term

Planning period

Figurel: Productionplanningand controlperiodsof different production functionsas well as the
degree of detailsfrom[113]

1.2 Outline of the thesis

Following the troduction, Chapter2 presents a general model dfie manufacturing systems
andthe hierarchical structure of degsibn making in these systems wittlated ICT toold-or the
sake of clearness, categorizations of scheduling/rescheduling problemepgnoaches are also
given, based om literature review. Special emphasis is laid on schedule evaluation techniques
and related measuresn Chapter3, an introduction into simulatioris given(basics issues and
categorisation of simulation systems, simulation modelling), as well as the challenges and
limitations in productions system modelling as a recent research issue in this field RET)
discussed

Chapter4 introduces mew soltion methods for simulation modelling of production systems,
enabling easier integration tananufacturing executionsystems We propose the model,
referred to asextended simulationwhich reflects a new approach in simulation modelling of
productions syems. The necessity and actuality afpplying thisnew technique is proven
through a literature reviewfurthermore, the proof of the concept demonstrated byindustrial
applicatiors of the proposed approach for evaluating the scheduling decisions ange job
shop environmentThe casestudies presentedncludealso the detailed description of the ICT
solutions enabling the integration, as well as recommendations for further use.

The aim ofChapter5 is to present newbenchmarkingsolutionsof scheduling/rescéduling
algorithms, as well aso deal with performance assessment of these methods regarding
schedule stabilityA stability measure and a stabilityriented schedule calculation methdd
presented to be able to mininee the negative effect of the changes induced by the
rescheduling, haever, keeping efficiency also at considerable lev&tuation dependent
control solutions for suppoimg and analysis of rescheduling decisi@re also presentedThe



capability of tle proposed simulatiofbased evaluation and benchmark platform is tested on
severalcasestudies.

Chapter6 presents the results ofhe researchwork made onactive disturbance handling
during the past few years. The proposenhsiation-based evaluation and benchmark platform
is capable of ecognising different production situationand supportsthe decisioamakerin
reactng to deviaions or disruptionsby applyingdifferent simulation experimert in advance,
i.e., in a proactie manner.A real production facility (largecale flowshop system) served as
the testbench of the prototype simulation systemnd we can concludethat in several cases
simulation considerably supports the decision makimgughthe production control ativities.

The results presented in the thesis are summarised in Chaptas well as some further
implications areemphasised A more detailed description of the methods, models and
experiments are presented ithe Appendiof the Dissertation



2. Planning and control on the operational level of
manufacturing systems

The objective of this chapter is to position the research work presented in the dissertation in
the diversified area of manufacturing. Consequentihhe manufacturing systems, the
hierarchical structure of decision making in these systems thadrelated ICT tools are
described together with the main issues coming from the environment in which they are
operating today. The chapter also focuses on thebfem domains presenting among others
the main functional components of shop floor control systems, their possible architectures and
the disturbances arising on this level. This is followed by a discussion on the stochastic
behaviour and uncertainty occting in the level of production scheduling and control. Finally, a
literature review is given about the manufacturiptanning andcontrol especially focusing on

the evaluation of stabilitoriented reactive methodsThe main goals of the research work, as
well as, different terms that are frequently referredthre dissertation are explained here as well.

2.1 Manufacturing systems

A manufacturing systencan be defined as eombination of humans, machinesmd equipment
that are bounded by a common materialcaimformation flow[20]. It is a complex technological
object composed of machining, material handlj tooling and controlling sudystems as well

as ts independentattributes are the products to be manufactured, the prosegy plans and the
complex relations between these processes. Manufacturing systemsistof workstations and
machines(resources) where operations such asnachining, forming, assembly, testing and
inspection are carried out on individual parts, iterassemblies and subassemblies to produce
goods for customers. In this context a factory, a plantcell,or a manufacturing line can be
considered as a manufacturing systs6].

Besides, ranufacturing system integrate different aspects[83]. Firstly, the structural
aspect as a unified set of hardware including mehines, workers and other equigent.
Secondly, there ithe transformationalaspect thatis the processof converting material into
products and the subsequent material flow. Thirdly, there isphaceduralaspect such athe
management cycle including planning logistics, implementation of productive activities that is
interrelated withthe information flav including, e.g. business process. The procedural aspect is
customarily related tgroduction management.

2.1.1 Decision lerarchy in manufacturing systems

The research to b@resented in this dissertation concerns manufactur{eg production)
systems. Due tohe effects presented later in this chapter planning and control of production
systems is a very complex task. Creation of an overall descriptive model is advantageous for
understanding and working with such systems. As in the management science, thiegobf
production planning and control systems are organised in three hierarchical levels depending on
the type of the decisions to be takefB2]. These hierarchical levels aras follows
(Figure2):

1 Thestrategic levelconcerns the type of the product to be manufactured. Market
issues and decisions on overall manufacturing system are handled on thigelgvel
long term decisions on capacities, business goals)



I On the tactical levelmedium term plans are generated according to customer
demands. The output of this level usually appears in the form of Master Production
Schedule.

1 Theoperatioral leveltakes its input from the tactical level and it is responsible for
managing the manufacturing system in real time to meet the imposed
requirements. Activities carried out on this level can be further separated in two
different levels: a superordinate activity for factory co ordinatigMES)and
separate subordinate proce<salled prduction activity control (PAC).

Eachmember of the hierarchyis responsiblefor realizingthe objectivesthat characterize
the given level, and the decisions made at a certain stage beaunstraints for the lower
levels[90]. According to Grabot & Genesf&7], three aspects of the decision making are highly
linked:

1 Thetype of decision:strategic (i.e., choice of a general fjodactical (i.e., choice of
an approach to reach the goal) and operational (i.e., application of this approach
and control of the result).

1 Theorganizationalevelon which the decisions are taken (strategic decisions should
be made at the highest deaisi level, operational decisions at the lowest).

1 Thehorizonof the decision making (long horizons at high levels, short horizons at
low levels).

In conjunction withFigure 2, Table 1 summarizes thefunctions and capabilities othe
information systems (on different levels) thatight exist across an enterpris&he size and the
focus of the dissertation do not allow the detailed description of all levels of the manufacturing
system. As highlighted in thatroduction, the research focuses on ttaperational therefore,
in the further sections we wilkoncentrateon this level, accurately underlining the issues the
research dealt with.

Strategic _,\E ERP i capacity and facility planning. ]
. B ERP/CAE i production & reg. planning
Tactical ~ (MP, MRP, MRP II, CAD)

[— —

4 N

MES i control and execution, scheduling
(SFC, PAC, SCADA)

Operational <, J

!

MA i manufacturing automation
(CNC, PLC, SPC)

A Z
Resources, manuf. & logistics processes
[ RPN i CIP i e
o J
Figure2: Planning and decisions hierarchg,waell as related manufacturing
information systems




Tablel. Five differentevels of the ICT systems applied in manufactulfi®g].

Major Information Typical data Information Operation
functions systems handled processed time scale
ERP: planning, Databases, Enterprise level  Ability to plan and Days to
scheduling, applications, metrics: sales, allocate resources tt weeks
supply and interfaces finance, achieve corporate
logistics manpower targets
MES plant-wide Process Plant operational Ability to optimise  Minutes to
optimisation and historians, metrics: and execute hours
management database production, operations across
applications, inventory, energy the entire plant
middleware
Automation, SCADAs, PC  Unit operation Ability to operate a Seconds to
advanced proces based systems targets; metrics of unit at its optimal ~ minutes
control, highest level point
abnormality control
management performance
Basic control, PLCs, DCS, Sof Variable set Ability to maintain  Milli-. to
rectification, sensors points; process  process variables at seconds
statistical values; alarms desired conditions;
analysis application logic
Measurement  Sensors, Measured values Ability to collect Micro- to
and sensing, on actuators, field of actual process current state of millisecs
line monitoring  devies variables, e.g., process streams an
temperature equipment

pressure, etc.

2.1.2 Definitions and termsn manufacturingcontrol

As it was definegbreviously amanufacuring systenorganizes equipmengpersonne) and
information to create productghat are deliveredto a customey and thus satisfying customer
demands This system may be as large as a factory or as small as a manufacturigtbell.
coming spacea bref outline of the terms and definitions used in the thesis are described.

Orderreleas®® 2 Y iINR f & | YIydzFF OGdzZNAy 3 aeadsSyQa Ay Lz
should be moved into production. It may be known as job release, order review/release,
input/output control, or just input control.

Shop floor contrafletermines which operation each person and piece of equipment should
perform and when theyshould do it. In general this activigontrols allmanufacturingand
material handling resources.

A production schedulspecifies, for each resource required figgerations the planned start
time and end time of eacbperationassigned to that resource.

Schedulings theprocess of creating a production schedule for a given set of jobs and resources.

Reschduling is the process of updating an existing production schedule in response to
disruptions or changesrhis includes the arrival of new jobs, machine failures, and machine
repairs.(For moreinformationon disruptions see se2.2.2

Therescheduling environmeientifies the set of jobs thiahe newschedule should include.

Arescheduling strategglescribesf new production schedules are generatesgiclicallyor not.

Arescheduling policgpecifies when antiow rescheduling is done. The policy specifies the
events that cause rescheduling. These events may be predictable (even regular) or
unpredictable The policy specifies the method uskd revisngthe existing schedule. Note that



the policy may specifyiffierent methodsfor different situations. If these policies have any
parameters (for instance, the length of the rescheduling period), the policy specifies these
parameters Rescheduling methodgnerate and update production schedules.

2.2 Production schedlingin the face of uncertainties

Schedulingactivitiesinvolve allocation of resources to thaperationsof multiple independent
processes over timén orderto achieve a targeted global behavio[85]. Examples are the
coordinaion of productbn in a factory, otransportation schedulingln order b be viable as
operational guidancea schedule (solution) must first be feasible, i.e., it must satisfy the
physical constraints in théeld relating to usage of resources and emon of processesin
practice ¢ regarding thecharacter of these constraintg these are often wide ranging and
complex.

In manufacturing production environments, for example, raseuallocation decisions must
be consistent with capacity limitations, nf@ne setup requirements, batching constraints on
parallel use work shift times, etc. Similarly, production activities hmeelefinedduration and
precedence constraints and may require the igadality of multiple resourcege.g., machines
operators, toding, raw materials).

In the following sections production scheduling and reschedudirgpresented, as the
control method for production at the operational levef manufacturingsystems

2.2.1 Static vs. dynamic scheduling problem

The research presented the dissertation concentrateboth on job-shopas well as flow
shop manufacturingproblems Flowshop problems araspecialized case of jegkhop problems,
hence, first wedefine the mathematical model of a jethop schedulingproblem The
terminology of schduling theory came up in the manufacturing and processing industhas,
we should talk aboufobsand machines Thoughthe definition of the general jolshop problem
refers to job and machinejt could be applied to other scheduling problemshat arise in
business, computing, government and service industry.

The static jobshop scheduling problem is the allocation of resources to a known collection
of jobs over time in course of which the goal is to optimize one or more performance measures
selected. Regarding complexity, the joBhop scheduling problem (and, therefore, also its
extensions), except for some strongly restricted special cases, iNRdrard optimization
problem([4],[42].

Theclassical staticjob-shop scheduling proble(@SP)

We shall suppose that we hawvejobs {J, 3 X X} t&\Vbe processed througlm machines
{M1, Mp, X T p}alt is supposed that each job must pass through each machioe and only
once. The processing of a job on a machine is callezparation The operation on thé&h job
on jth machine is denoted by;;. Technological constraints demand that each job should be
processed through the machines in a pastar order. Br the general jobshop problems there
are no restrictions upon the form of technological constraints. Each job has its own processing
order and this may have no relation to the processing order of any other job. An important
special case is when all jolshare the same processing order. In such circumstances the
problem is calledlow-shop problem Each operatioro;; takes a certain length of time, the
processing time, denoted hyy;. By convention the processing time includes the transportation
and setup times. In the general jebhop problenp;;-s are fixed and known in advance. The aim



is to find a sequence, in which the jobs pass between the machines and which is compatible
with the technological constraintéeasible and optimal withespect to theperformance criterigs).

In the wellknown classicalSP models, every job has a given sequence of operation without
any modification opportunity and each job must pass through each machine once and on
once. In realistic situations, the jobs do not have to pass through all machines or they have to
visit a numberof the machines more then once, because of the technological constrains.
Moreover, the sequence of operatiofjgrocess planspay be optionalfixed or semfixed. Each
type can be descrilzkin an appropriate treeRigure3). The root of the tree is the starting point
and the branches from the rodéad to the possible first operationstc. Theoperationsof the
job are considered as nodes of the tree and a process plan of the job as a route from the root to
a leaf.Thus the number of leafs equals to the number of possible process plans.

Figure3: Tree representation of altexative process plang0]

Mathematicalformulation offlexible jobshop scheduling problerf{SP

As it was outlined above, the classical-giop problem rarely exists in the real, industrial
environment. In some casesthe operations can be processed on different machines, i.e.,
alternative machines may be selected, thus a flexibleglobp is considered’heformulation of
the FIJSProblem is to organiz the execution ofi jobs onm machineg65]. Thesetof machines
is noted U. Eachjob J representsa number of n; non-preemptable ordered operations
(precedenceconstraint). The executionof the kth operation of job J (noted oy;) requiresa
resourceor machineselectedfrom a set of availablemachinesTheassignmenbf the operation
ok to the machineM; entailsthe occupationof this machineduringa processingime calledpy; ;.
Compared to JSP, the FISPs present two difficulties. The first one is to assigreeatobnag;
to a machineM; selected from the set); (whenU = U, for all the operations, the problem is
total flexibile). The second one is the computation of the starting tigeand the completion
time g; of each operatioroy;.

The above jokshop scheduling refers to static casésven JSP or FJSKhere all the
information is available initially and remains unchanged over time. Most of the solutions in the
literature concerning scheduling concentrate on the static problem in question. Howigver,
many real systems, this schedulipgoblem is even more difficyltbecause jobs arrive on a
continuous basis, i.e., the set of jobs varies over time, henceforth, this is cigiteamic job
shop scheduling proble(®JSP).

Stochastic vs. deterministiggtem parameters

Even in a static scheduling environment, where the set of jobs does not change, there might
be some pieces of information which are uncertain during the calculation of the schedule. For
instance, the processing time of the operations o timachines can be characterized with
probability distributions. Therefore, if there are stochastic variables in the scheduling problem,
it may be considered a stochastic scheduling prob[8&j. On the other hand, when all the
system parameters are exactly known, the scheduling problem may be treated as a
deterministic one.



2.2.2 Internal vs. external disruptions

Depending on the environment, there may be disruptions during (schedule) execution in the

production system, due to unforeseeevents, such as
1 machine breakdowns,

raw material of insufficient quality or supply,

rework or quality problems,

stochasticity of processing times,

RATFSNBYyOSa Ay (GKS 2LISNIG2NEQ STFFAOASyOex:
9 incorrect or missing information.

These ardanternal disrupions which cannot be exactly predicted because of the stochastic
behaviourof the parameters, though, reaction from the scheduling system is needed.

During execution, the dynamic nature ibfe scheduling problem and can be concerned as
external disruptias (set of orders changes over timaeyhich may also require modifications in
the scheduleTherefore the list of external disruption can be formulated as

9 urgent job arrival,

1 job cancellation,

9 due date change,

1 change in job priority.

Both internal and exdrnal disruptions may cause (or trigger) furthdisturbances which
necessitatereactions According toVieira et al[41] and Davenport & Bec85], theseinduced
disturbancesare as follows

9 overtime,

9 process change or s®uting,

1 machine substitution,

9 limited availability of human recourses,
1 setup times.

Aytug et al[3] give a broad overview in their study on productiededule executiom the
face ofuncertainties Taxonomyfor uncertainty is formulated for a better understanding of the
meaning of uncertainty during the calculation or execution of a production schedule. Three key
dimensions of uncertainty are describédausecan be viewed as the object (e.g., machine) and
its state (e.g., availablegontextrefers to the environmental circumstances and, finalhypact
is related to the result of the uncertainty. An example is given: the tooling is not ready (cause)
on a bottleneck machine during a highly utilized day (context), which causes a delay in setup
(impact).

McKay & Wierd28] discuss the relationship between the theory and practice of scheduling and
describe thee principles that explain practical production scheduling processes. First, a scheduling process
generates partial solutions for partial problems. Second, a scheduling process anticipates, reacts to, and
adjusts for disturbances. Third, the schedulingcpss is sensitive to and adjusts to the meaning of time in
the production situation. All three principles support the perspective that scheduling is part of a dynamic
process.

T
T
T
T
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2.3 Rescheduling manufacturing systemsverview

2.3.1 Rescheduling framework

In the pevious section, the formulation dhe production scheduling problem was introduced,
categorisingthe deterministic/stochastic, static/dynamic nature of these ordering problems.
Furthermore, i was shown that uncertainties may lead to disruptions (eithemternal or
external) during the execution dhe calculated schedulesTherefore, in this section, the
possible solution methods for controlling these situations are described based on a literature
review.

Regardingthe schedulingenvironment(static or /namic) a detailed formulation of the
problem is given in Sectich2.1

In this thesis we use the terms related to rescheduling set by Vieira gtijl(Figure4).
Schedule evaluation technigues related mostly to the predietdactive scheduling approach in
a dynamically changing environment are discussed in this work, incorporating both
deterministic and stochastic system parameters.

Rescheduling Environments

Static (finite set of jobs) Dynamic (infinite set of jobs)
Deterministic Stochastic No arrival Arrival Process flo
(all information given) (some information variability variability variability
uncertain) (cyclic (flow-shop) (job-shop)

production)

Rescheduling Strategies

Dynamic (no schedule) Predictivereactive (generate and update)
Dispatching rules Controktheoretic Rescheduling Policies
Periodic Eventdriven Hybrid

Rescheduling Methods

Schedule generatio Schedule repair
Nominal schedules Robust schedules Rightshift Partial Complete
rescheduling  rescheduling regeneration
Figure4: Rescheduling framewofk1]

2.3.2 Rescheduling stratege

In order to control production in dynamic scheduling environments having continuous job
arrivals or stochastic environments where parameters are uncertain, ttwonmn strategies
are known, first, predictiveéeactive scheduling techniquesnd second, dynmic scheduling
solutions 6n-line or closedloop scheduling

The predictivereactive approach means calculating a predictieéf-line or openloop)
schedule concerning a static problem, and continuously updating this existing schedule in order
to adapt €hedules to changing circumstances (reactive this way).

The process of modifying the predictive schedule against execution disruptions (internal
disruptions) is referred to as reactive schedulingrescheduling[38], however, the same
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expression is applied in dynamic scheduling environments, whenever a new job (as external
disruption) is inserted into the schedul&xpressions for predictive schedules before the
schedule modification (schedule revision) are quite difdr original, initial, baseline or
preschedule are notationmmonly used in several papers.

Methods belonging totte second solutionnamely dynamic schedulingpproachesoften
have good performance by dispatching jobs dynamically to account for ramligmmptions as
they occur.This can be obtained by simgieuristics, i.e.dispatchingoy priorityrules of which
detailed descriptions argiven in,[5] and [32]. However, methods like ag#ing predicted
schedules to the changed circumstances by applying simple dispatching rules médgfeidbige,
constructing the production schedule in advanéallowing these rules, might resuih poor
schedule efficiency.

MR Y (KS -sStbdNdsté scHeguling; as a new dynamic scheduling direction where
information uncertainty is considered explicittywas studied and developedtarlier solution
methods and studies in this direction are reported by Gittins & Glazelit8jkGraveg78] and
Pinedo [77]. These solution methods, however, do not define the sequence of jobs to be
processed on the different machines. Rather the approachdignamic policyvhich, according
to Pinedo[77]a | f f 264 GKS RSOA&AZ2Y YIF{SNI 2 RSGSN¥YAY!
while taking into account all the information that has become available up to that mament
Recent research resulis this feldare, e.g..giveno @ a2y 2 A G[BONR 9 /[ &t 24

In contrast, pevious surveys aSabuncuogl& Kizilisik[34], Vieira, et al[41], Herroelen&
Leug[15]F Yy R DJ13NyBe/a summary in chronologic order of studies that anapyedictive
reactivescheduling and rescheduling problems in aatyic and stochastienvironment.Y + Rt NJ
[20] categorizes the scheduling techniques, based on the stochastic or determasstiell as
off-line/on-line characteristics of the problem. Research results on scheduling with uncertainties
such as comletely reactive, robust scheduling and predictieactive approaches are
categorized and presented by Aytug et[a].

2.3.3 Rescheduling policies

From practical point of view, it is not possible to create scheduledrampently; however,
the theoretically best performance of the whole system could be realized if schedules could be
adapted to any changes, disruptions occurring in -teaé. Most industrial planning and
scheduling systems create schedules in idle time ofgrexluction, e.g., at nights, since the
acquisition of productiomelated data, definition of constrains and creation of schedules for
larger shops, generally, require significant computational tiffileis way, the basic question
éwhen to reschedule ¢ y't6 IS=Rdswered.

A notation of existing approaches Bovided in[3] and [9]. Let the time when a new
schedule is constructed be defined by the reschedulingntpand the time between two
consecutive rescheduling points by the rescheduling interval (RI). The three main types of policy
included in predictiveeactive strategy are: periodic, evedtiven and hybrid.

Schedule modification can be executed in giviemet periods fperiodicrescheduling policy)
where any events occurring between rescheduling points are ignored up to the following
rescheduling point, or related to specified events occurring during schedule execetient(
driven rescheduling policy). Ithis specified event means a disruption or an event that has
significant impact on the further schedule execution, then the schedule must be revised or a
new schedule must be generatedombining the two basic methodsybridrescheduling policy
can be deihed under which rescheduling may occur not only periodichlly also whenever a
disturbance (either internal or external) isc@gnizel in the system (e.g., machine breakdowns,
urgent orders.
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In his thesid13], D | N@ws aother notation related to eventiriven policy.By applying
the adaptivereschedulingpolicy', a scheduling decision is triggered aftgsradestinedamount
of deviation from the original schedule is observed. For example, revisions caadi when
completion time differences between the initial anghlized schedules exceedhreshold value
(e.g.,30 minutesin average)or a predetermined percentage of tipeedictedmakespan

In Figure5, the concept of hybridescheduling policy is presented. Generally, schedules are
calculated in every RI time interval. Rescheduling is also performed right after Disruption 1 (Rl is
modified to RI*), while the disruption has significant impact on schedule execution, thus the
initial schedule necessitates modification, i.e., rescheduling. Disruption 2 is neglected, because
the effect induced by the disruption does not require modification in the schedule, the schedule
is still executable without much degradation of performanceg.(et is not necessary to
reschedule, even because Disruption 2 is close to the next rescheduling point).

Continuougescheduling is the extreme case of evenitven policy in which a rescheduling
action is taken each time an event is recognized by thesys

2.3.4 Reschedulingnethods

Once the system performs the rescheduling action, the way of schedule modification has to
be defined. The practical importance of the decisiarnether to completely regenerateor
repair the schedule is noted i{87]. Three common schedule repair methodse presented

below.

R Time

—

Figure5: Impact of disruptions on schedule execution by applying hybrid rescheduling policy

Disruption 1 Disruption 2

RI RI RI

Rightshift schedule repair method postmes each operation affected by the disruption by
the amount of time needed for making the schedule feas[tlld35]. Right shift rescheduling
postpones each maining operation €.g., shifting it to the right on a Gantt chart) by the
amount of time needed tonake the schedule feasiblEor example, in the Gantt chart shown in
Figure®6, if madhine M2 fails while procesginjob J and the repair time requires time units,
then the completion time of}, (on Machine M2) is delayed fromto t + r. In addition, the
completion times of the remaining tasks on M2, M3, and M4 are delayediime units.

Partial rescheduling measthat only a selected sedet of the operations are rescheduled.
This method preserves the initial schedule as much as possible (i.e., only repairs the schedule).
Abumaizar& Svestkdl] developed an gorithm for rescheduling only the affected operations
in a jobshop. They compared the system performance under the proposed method with the
complete rescheduling and rigishift schedule repair approachds.[34] and[43], for selecting
the subset of jobs for rescheduling during partial rescheduling, they applied a beam search
algorithm with a fix ratio of the unprocessed jobs to be reschedulidhilar solution is
presented bySadehet al. [81], where anumber of control rules and procedures of varying
complexity for identifying sets of operations to reschedule are treakddich-up scheduling is
another type of partial rescheduling, in course of whiskbheduling matches up with the initial

! Also referred to asontrolled response
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schedule at a certain time in the future, whenever a deviation from the initial parameter values
(mainly deviations from the initial activity durations) ari$2k[43].

Completerescheduling in this context means that at each rescheduling point, all jobs from
the previous (initial) schedule that remained unprocessed are edbduring the schedule
formulation. Complete rescheduling is, generally, better than partial rescheduling, regarding
efficiency measures. All the selected papers showrainle2, analyze complete rescheduling in
order to compare and benchmark proposed partial rescheduling strategies.

Mi 1 f2] 3 Mi| 1 [ 2] 3
wo| [0 [2] vo| [ ]2 ]

M3 3 [ ][ 2 M3 3 [ ][
M4 E M4 [1]5

t t tr

Figure6: A"pplication of rightshift schedule repair method to resolve schedule infeasibility

Here we have to emphasize thatvé main directionsare congiered dealing with
rescheduling as response tandom disruption® 8 SS & NB & OK S RBijuredf lithy S K2 Ra
literature, there areproposed solutions to have

1 good response methods disruptions i.e., to hae a sophisticateadontrol action
(e.9.,[2],[9],[10],[43]);

9 generate rdust initial scheduleshen the response method to disruptions is known
(e.0.,[15], [18],[27], [29)).

Robustschedulingdoes not concentrate on the modification of the schedule during revision
but on the creation and selection @bbust schedulesi.e., schedules whose quality does not
change significantly whendisrupion occurs[27],[29] and [66]. In this thesis we do not provide
solutions for this second solution technigu®wever, a brief literature review is given in
Appendix C introducing previous promising solutions in the field of reducing system
nervousnesdby robust scheduling

2.3.5 Impact of rescheduling

The most important point is that while scheduling will optimize the efficiencysmes the
conventionalstrategies generate schedules that are often radically different from the previous
ones. From practical point of view, scheduling techniques addressing continuity of schedules
during revision seem to be more acceptable or preferainleindustrial applications, since
constructing completely new schedulesmd adapting the system to luring the schedule
execution process should be avoided.

In the coming space selected previous studies are presentetbaling with the impact
caused by he rescheduling action. Mainly, they cope with uncertainty during schedule
execution, however, theroposedsolutionmethodsare different.

New analytical models are presented Yieira, et al[40] that can predict the performance
of rescheduling strategies and quantify the traoliés between different performance measures.
Three rescheduling policies are studied in a parallel machine system: periodic,deivemnt and
hybrid. Thepresented analyticainodels are able to estimate important performance measures
for rescheduling strategies in a dynamic, stochastic manufacturing system, as it is evaluated by
the developed simulation test environment. These models quantify the tadtie between

2 Also referred to aproactivescheduling.
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different obectives and allow optimal rescheduling parameters to be selected without the need
to develop and run simulation experiments.

Bidot, et al.[6] presenta reactive approach with eveitriven dynamic schedulingroblem.

They consider uncertain activity duration in the form of probability distributions which are used
in the simulation based execution of the calculated schedule. When an activity ends the
estimated performance measuis calculatedmakespan, absate makespan or sum of activity

end times) andis comparal to the threshold which can be formed as the quotient of the
indicated performance measure divided by the sensitivity factor. If the threshold is bypassed,
rescheduling is initiated and a new schéxlis generated. During calculation of the new
schedule they use the mean value of activity durations. When an activity is still processed and
its minimum possible duration has been exceeded, the probability distribution is truncated and
renormalized (sine the set of possible durationss now reduced). They concludiat
monitoring activity end times results better system performance than the other two
approaches. While the rescheduling frequency increased with an increased sensitivity factor,
the selectedperformance measure (makpan) improved, however they dwt considered the
effect of rescheduling on stability.

In their work, Sabuncuoglu et al[34] propose a simulatiofbased approach for testg
reactive scheduling problems in a dynamic and stochastic flexible manufacturing system, by
applying uncertain processing times and machine breakdowns. Reactive scheduling policies are
introduced and examined referred to as whtmschedule and hovto-schedule questions,
moreover offline and online scheduling techniques are also compared. M¢hschedule policy
covers the timing of rescheduling, i.¢he rescheduling policy in case applying predictive
reactive rescheduling strategy. Three policies examined: periodic with fixed or variable time
and eventdriven. Policy with variable time is referred aghybridrescheduling ine.g.,[9],[40]
and in the current thesis as welhs conclusionthey stated that system performance is
proportional to rescheduling frequency arttie hybrid method outperforms periodic policy.
These results are similar to the ones we concluded in our previous work on a single machine
system[31]. (Further solutions based on siation are presented in Sectidn3.)

In contrast,Church &UJzsoy[9] consider single machine and parallel rige environments
and periodic rescheduling polidg minimize maximum lateness and number of rescheduling
(which is strongly related to stabilitydiscussed lat@r The uncertainties considered are only
random job arrivalsThey develop worstase error bunds for the periodic approach assuming
that an optimal algorithm is used to schedule the jobs available at each rescheduling point.
Then, for tight due date problems they introduce a combined periodic and event driven
approachwhere additional reschedulg action can take place in case new jobs arrive into the
system.

The results obtained from simulation experimentfdicate that schedule quality initially
improves quite rapidly with more frequent rescheduling, but after a certain point almost no
further developmentcan be obtainedSince once the fequency of rescheduling actiaxceeds
the frequency of disruptions to the systerthe rescheduling actions just causingsystem
nervousneswithout improving the schedule quality

Aytug et al.[3] conclude that in an environment with moderate uncertainty, predictive
reactive methods based on global information and optimization techniques perform better than
completely reactive dispatching procedures. Howewance unpredictability in the system
exceeds a certain level, i.e., the system is getting more and imestableor nervous and the
gathered global information on which the predictiveactive approaches are based, turns to be
invalid. By this way, poor kedules are generated, due to solving not the proper problem: the
problem data they use do not correspond any more to the problem encountered on the shop
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floor. Research results on scheduling with uncertainties such as completely reactive, robust
scheduling and predictivereactive approaches are also categorized and presentgg].in

Cowling & Johanssofi0] propose aframework usingreal time informationto improve
scheduling decisions, which allows users to trade off the quality of the revised schedule against
the production disturbance which results from changing the planned schedule (schedule
revision), by selecting an appropriate schedule repair stratddney tested the method on a
single machine scheduling model.

First they examinethe effect of a single event on stability and efficiency measurements,
taking processing time variance as the only disruption categwoyconsideration, and conclude
that utility and stability depend not only on the nature of the anticipated future event, but also
on the time of arrival ofhe information. Second they usemulation to consider how to use
these measures to decide on a schedule repair or rescheduling gyratecase multipleeal
time events (disruptions).

Sabuncuoglug& Karabuk[64] study the frequency of rescheduling in the mufdsource
environment of a flexible manufacturing system with random miaehbreakdowns and
processing times.For the sceario considered, they concludéhat never reacting to
disturbances or reacting to every disturbandees not seem to be appropriate policieg\
moderate level ofescheduling frequency is suggestedeasethe negative effects of machine
breakdowns.

One of the major objectives &hafaei &runn([68],[69]) andRangsaritratsamee, et 483]
is to examine whether a more frequent rescheduling policy would always improve system
performance.They concludethat under loose due dateconditions, the performance is not
particularly sensitive to chaeg in rescheduling interval. However,taght due dateconditions,
the rescheduling interdahasa much more significant effect on performandhey also show
that frequent rescheduling becomes more effective as the level of uncertainty increases

Leon etal. [27] show that the rescheduling problem can be formulated as a stochastic
control problem using decision trees. They apply multiple objectives as a combination of
makespan and deviation from the onigil predictive schedule. At each decision point the
controller takes one of the existing corrective actions in anticipation of a particular disruption
(proactive) or because of a particular disruption (reactive).

A number of control rules and procedures \wdrying complexity for identifying sets of
operations to reschedule are presented in Sadeh ef&l]. These are evaluated on a set of
randomly generated problems with or without bottleneck resources, witkirggle simulated
machine breakdownlIn their study, they showthat the total rescheduling of all remaining
operations producehe best quaty solutions, however, resulis the greatest disruption to the
original schedule (and took the longest time). Mover, it is shown that one of the most
sophistcated operationselection procedures during rescheduling is able to find almost as good
schedules (regarding efficiency) as complete rescheduling of the remaining operations, while
rescheduling 30% fewer opeions.

Summary

As a summary, we can state that thpplied rescheduling policie.g. appropriate selected
rescheduling interval and rescheduling method (e.g. fixed ratio of operations to be
rescheduledhave a majoreffect on system performance, howeve too frequent revision of
the initial (origina) schedule might cause some degree of system nervousiiégsbehaviour of
rescheduling systenis discussed more in details in Sectri. Thedetection ofcorrect timing
of the reschedulingction (rescheduling policgnd the proper method applied for formulating
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the revised scheduléescheduling methodare not a trivial issueand depends very much on
the characteristics of the system investigated.

In Chapter2, we introducel and categorisel previous solutionsand derivel some results
gained from simulatiotbased evaluation of predictiveeactive rescheduling systemsA
comparative evaluation of proposed methods is preserite@lable2.

Table2. Selected previous papers on the simulatlmased evaluation of predictiveeactive rescheduling
systems.

Yi RtaNpRi$ i

Bidot et al.[6]

Abumaizar & SvestKa]
Cowling & Johanssdt0]
Rangsaritratsamee et B3]
Sabuncuoglu & Kligik[34]

Church & Uzsojg]
Jenser{17]
Pfeiffer et al[31]
Vieira et al[40]
Wu et al.[43]

Scheduling environment
Internal disruptons
Deterministic, no disr.
Machine breakdown X X X X X X
Stochastic process time X X
St. operator availability X
External disruptions
Dynamic job arrival X X X X X X X
Static, i.eno job arrival X X X X X
Rescheduling strategy
Policy
Periodic X X X X X X
Eventdriven X X X X X X
Hybrid X X X
Schedule repair
Partial X X X X X X X X
Complete X X X X X X X X X X X
Peformance measures
Efficiency measures
Flowtime X X X X X
Lateness X X
Makespan X X X X X
Tardiness X X X X
Stability measures
Actuality X X
Rescheduling Frequenc X X
Starting time deviation X X X X X
Sequence deviation X X X
Schedule evaluation classes
Absolute X X
Relative X X X X X X X X X
Dynamic X X X X X X X X X X X
Static
Monitored performance index
% difference in efficiency X X X X
End effect X
New job X X X
Time X X X X X X

x
x

x
x
x
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2.4 Schedule evaluation

In this sectiona categorization and classification of different schedule evaluation techni@ses,
well as several aspés of performance measurement techniques are treated.

2.4.1 Evaluation classes

As stated in22], an important aspect of schedule measurement is whether an individual
schedule or a group of schedules islesated. Individual schedules are evaluated for measuring
their individual performances. Regarding a predictive schedule, the result may determine
whether it will be implemented or not.

There might be different reasons for evaluating a group of scheddas. of them is to
compare the performance of the algorithms the different schedules were calculated with. The
comparison of different schedule instances against different performance measures is another
option in the evaluation of a set of schedules foe tame problem.

Two main schedule evaluation categories are defind@2j. The first category refers to the
evaluation criteriabased on the measuremendf the schedule qualityRelativecomparison
assumes that for the same initial factory state, two or more schedules are available, and the
task is to decide which one is better, while thbsolute measurementof schedule quality
O2yarata Ay GF1TAYy3 | LI NOAOdAZ  NRéa OKE R & @K A &
some sets of criteria or benchmarks against which to measure.

The second category deals with the environment in which the schedule is evaluagtdicA
measurement means the evaluation of the schedule independently of the executi
environment, while duringhe dynamicmeasurementbeyond the static quality, the robustness
of the schedule against uncertainties in the system should also be taken into consideration.

Another aspect in the evaluation of schedules is the state of taaufacturing system after
executing of the schedule. [22] these parameters are compared atte measurementby
which the end effects of the schedule are evaluated at the end of the schedule moAno
example of state measurement could be, e.g., the variance of workload represegtéde
work in progressn the input queues of the machines. Thus, a schedule that results in a high
variance will probablycause major bottlenecks developingluring reschedulingin the next
schediling period.

The cases described in the papers highlighteBiable2 are categorized as absolute/relative
and dynamic/static, regarding the evaluation classes listed above.

2.4.2 Performane measurecategories

As the objectivaduring rescheduling variety of measures can be applidthese measures

can becategorised in two maigroups [46],[43]):
9 time-based measures

0 measure®f schedule efficiency,

0 measures of schedule stability,
9 costbased measures.

We do not consider codiased performance measures in this thesis work, therefordy a
short explanation of existing cobaised measures are presented in this sectibimebased
measures are introduced and detailé@re, regarding efficiency, while stéityi measures are
explained in &ctions5.1and5.1.2
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Timebased measure Schedulefficiency

Similarly to the muiple ways of expressing predictive schedule, multiple notations can be
NBIR ¢6KSy GKS a322RySaaé¢ 2F || &aOKSRdxZ S A& RSTA
schedule efficiency, utility, effectiveness or quality with mostly the similar meaning, naturally
depending on the context.

Regarding a singimachine model,rd = 1), let denote ready timerj() the point in time at
which job Jis available for processing, completion timg),(the point in time when the
processing of johlis finished, and due datedj the point in time at which jok) must be
completed. For jolshop scheduling problems (JSP), where aljudis m operations (noted ay
and these attributes can be applied to each operation of each job. (The basic formulation of JSP
can be found in Se2.2.1)

Basic schedule efficiency measurements cdi@v time, lateness tardinessand makespan
(or total production time).

1 Flow time §) is the amount of time jobJ spends in the system:
F=gqr.

1 Latenessl) is the anount of time in case the completion time of jdlaiffers form
its due datel; =¢ ¢ d.

1 TardinessT) is the lateness of jolif it fails in meeting its due date, and zero
otherwise:T; = max{0}; }.

1 Makespan, or total production timecf,y) is usudly measured in mulkimachine
cases. It is formulated;,.,= max{c; ,c,...G, }, wherenis the number of jobs.

Generally, schedules are evaluated by aggregating basic schedule efficiency measurements
(flow-time, make span, tardiness, lateness) resgjtinn onedimensional performance
measurements, e.g., weighted mean fléime, mean or maximum tardiness, maximum
lateness. Furthermore, the number of tardy jobs can be calculgBgf82]. (In Table2 only the
basic metrics are highlightgd

Costbased measures

Timebased performance measures (measures to reach schedule efficiency) cddwayts
completely reflect the emnomic performance of the manufacturing syst¢4i]. Therefore, due
to the lack of an overall, efficient, tirdgased performance measure, the scheduling decisions
should also be evaluated by ngian economic performance measure. In this caseottjective
is todefine andminimize e.g. the cost of starting jobs too early, weik-process inventory, and
tardiness[99]. Managerial indices, as for instangeb profitability, productivity, total cost of
production, orthe cost of missed due dates are more important for manageas the higher
level of decision makinthan the timebased measures mentioned abo@ehich are reflecting
more the quality a decisianform the production point of view) Shafaei& Brunn [68],[69]
propose the use of #otal cost functionin terms of job due date, completion tim number of
jobs, number of operations, operation processing time, job raw material cost, processing cost of
operations, job revenue, processing start times, job release time, job tardiness, holding cost
rate, and tardiness cost rate.

Considering rescheding activity againyVieira et al.[41] categoriserescheduling costin
three groups:

1 Gomputational costs¢ computational burden running the scheduling system,
investment costs in the necessdyT systenis

% Note that this statements strongly model dependent.
“In case rescheduling is done manually then the computational cost includes the time that the planners, managers,
etc., spend generating and revising the production schedules.
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Setup costg; tooling and fixtures are allocated in advarzsed orthe schedule.
Transportationor material handlingcosts- related to delivering materials earlier
than required or additional material handling work to transport jobs rinoone
scheduled machine to other points in the shop

= =4

2.4.3 Multi-objective solutions

The so calledproductiontriangle reflects one of theconflict sets of multi-objective
optimisation This is arising in case the objective is to minimise work in pracessiory while
maximise resourcatilisation, as well as to keep delivergliability at a high levellt can beeasily
seen that it is impossible to increase tow of the measures without degrading the thif@2jne

As it was stated before, in most scheduling systems, more than one performance ngeasure
aretreated. According to the surveys of Kem@R] and Aytug et al[3] in these directions, the
problem of scheduling in the face of multiple, often conflicting objectives is not well researched
in practical scheduling. Solutions only for simple systems are usually given. However, based on
their review, three mai approachesan be distinguished, such:as

1 Primarysecondarycriteria ¢ the problem is to minimize the primary metric while
keeping the secondary within a predefined range. This is often done by converting
the secondary metric to a constraint.

Dominated ad efficientc discussed more in detailsrder Paretaoptimality.

Weighted sumg this approach is to combine different metrics by using a weighted
sum of the original metrics a surrogate metric. These weights reflects the-ttisle
between the metrics.

In order to be able to have highly utilised resources, as well as less system nervousness
during rescheduling, i.e., effectively combine the hereinabove introduced schedule efficiency
and stability measures, the way of formulating muakbjective optimisatio problems are
treated in the followingsln mog cases, anulti-objective optimisation problenfMOBP can be
described(for minimizing g())without loss of generality, using thiellowingformulation (Eq 1):

=a =

Eqg1l
ming(f.09, 1209, -...f (X))
X W

where X is a possiblesolution for the consideredproblem, K is the feasiblesolution spaceand
f40)is the gth objectivefunction (for 1 <q <L). It is obviousthat in genera) there doesnot exist
an exactsolutionto a problemof this art[65]. However,in order to be ablg¢o usethe above
description, the optimality notion should be reformulated when the objecfections to be
minimized are notinear.

Paretaoptimality solution

As one of the most known multibjective optimality notionsthe Paretaoptimality concept
hasbeenwidely usedin the literature and hassignificantlycontributed in the elaborationof a
huge set of works.This concepis expected in MOPs to provide flexibility and a large set of
choices for the decisiemaker, and thus itneans not to have onglobal optimum but rather
to have a set of solutions in which a trad# is given.

Solutionsincludedin the Paretcoptimal set are those that can not be improvedalongany
dimension without simultaneously being deteriorated along other dimension(s). Téren
optimality in the Paretoapproaches can be formulatex$ follows:
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the Paretooptimal setis constituted ohon-dominated solutions;
x dominatesy if for eachm PR, f4(X) X4(y) and atleastone indexr exiss where

fi(x) <fu(y);
1 asolution istermed non-dominated,if it is notdominatedby anyother solution

1
1

In Figure?, two objective functionsre considereds an exampleThe solutions C, D, and F
are dominated and {A,B,E,G]}s the Paretacoptimal set of solutions.It can be seerthat the
Paretcoptimal set (highlighted asPareto frontier) is constituted of severalnon-dominated
solutions. The main goal in theseapproachis to find all the elements othis set (to have the
solutions spread ovehe two axes(fy,f,) as close as it is possible, thus ensuring the diversity of
results)in orderto givemore choices to thedecison maker[84].
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Figure7: Example for the Pareto optimality approach

Weightedsum solution

Several authors propose a method for dynamic or stochastic scheduling problem,draaed
multi-objective function that simultaneously considers efficiency and stability, compromising
betweenthese measuresA bicriteriaobjective function(multi-objective solutions comprising
two objective functions)s provided in[10],[24],[27],[33],[43] and [87], in order to minimize
makespan and deviation from the initial schedule (D) which is measured by the difference
between starting times and/or the sequence of operations in the initial and revised schedules.
During schedule calcation they apply the bicriteri@bjective function as follow (Eq.2):

Eq.2
Z=r3M+(1-r)3D

where M is the efficiency measure ands the weighting factor for stality measurer | [0,1]. In

some cases the efficiency or stability itself is a combination of the related med8GieResults
regarding efficiency and stability as well as maolijective solutions are psented more in
detailsin Appendix C

Impact of stability on schedule efficiency

Vieira, et al[40] realized the existence of a conflict between avoiding setups (as a meeasu
of stability) and reducing flostime (measure of efficiency). The rescheduling period significantly
affects the above objectives, which statement is also conclud¢?l,i27],[31],[33] and [34].

In their study, Mehta& Uzsoy[29] and Cowling& Johanssorf10] indicate that schedules
that are robust to stochastic disturbances can be generated without a lot of degradation of
system peformance. As it is demonstrated by the evaluation of test problemd4ii,
introducing the proposed bicriteria objective function, schedule calculation may result in

®Itis important to point out that determinatioof the weights is not a trivial task and depends very much on the
experience of the decision maker. Therefore, this seriously affects the quality of the results.
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significantly more stable schedules, whilgtaining nearoptimal makespansBidot et al.[6]
conclude that while rescheduling frequency increases with an enhanced sensitivity factor of the
rescheduling threshold, the selected performance measurekéspan) improves. Nevertheless,

the number of rescheduling is increased, though they do not consider the effect of rescheduling
as a matter of stability.

2.5 Scope of the research

As a conclusion of this chapter, in manufacturing systems, difficulties faoise unexpected
tasks and events, nelinearities, and a multitude of interactions while attempting to control
various activities in dynamic shdipors. Complexity and uncertainty seriously limit the
effectiveness of conventional control and (predictiseheduling approaches.

Taking the uncertain and complex environment into consideration, the selection of the most
appropriate control decision(s) is a very difficult task. The results of the research to be
presented in the following sections focus on thenulatiorgbased decision support on the
operational level of manufacturing systems. Speeialphasisis given to the scheduling and
rescheduling decisions. None the less new scheduling algorithms were developed during the
research, it should be stresséloht the main goal of the work was not the development of new
scheduling algorithmdnstead, laving as input a giveproduction scheduleour main goal was
to support the decision makers to be able to utilize their scheduling system on its best
performane. Naturally different scheduling algorithms can be compared and evaluated with
the methodology presented in thBissertation.

Taking the manufacturing control into consideration, in this thesis we do not consider the
whole manufacturing system, but mainigcus on the solutions related toontrol decisionst
the shopfloor level. Therefore, the corresponding ICT systems found on the operational level of
manufacturing systems is considered with special focus on manufacturing execution and
manufacturing autmation (Figure8).

Strategic _,‘j [ ERP i capacity and facility planning. ]
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; (SFC, PAC, SCADA) Simulation based
Operational < [ 1 performance
\ assessment and
\ 1 V4 decision support
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~ CNC, PLC, SPC! -
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Figure8: The scope of the research in hierarchical PPS systems
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Previous studies in the literaturas well as the daily industrial practicestly consider only
two main goalgiefined for the rescheduling action:
1 make the schedule executable/feasible again,
1 improve the efficiency performance measure due to jptddéion of the schedule to
the situation occurred.

In the recent years, as the third goal, several studies deal wéletfect of the escheduling
also from the stability point of view. One of the aims of the thesis is to analyze the control
action taken by the scheduler on several rescheduling scenggecially focusing on the
timing), this way, fostering decisionmaking activities at th@perational level oPPS$ystems.

Limitations of previous simulatiebased approaches are inhibiting the ré@he, interactive
evaluation of (re)scheduling decisions. In these solutions, simulation is egtated to the PPS
or manufacturing execution systems. Therefore, without the-lore data connection and
common dasbase structure with the planner/scheduler, advantageous features, e.g.,
automated model building or automated model parameterization are not availaiole,bythis
way, the application areas and effectiveness of simulation indyction systemsare
considerably reduced

In the following bapters, new solution methods are introduced for simulation modelling of
production systems, enablirteir easier integration tdMES systems. Applying this technique,
several aspectsf stability-oriented reschedulingre performed and analysed.
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3. Simulation systems in production planning and
control

In this chapter, the possible application areas of modetiscrete event simulatioriools in
production planning and control systems are discus¥#d.give an introduction into simulation
(basic issues and categorisation of simulasystems, simulation modellipgwe underlinethe
challenges and limitations in productions system madgllas a recent researalsue in this
field, as part ofthe DETsolutions

3.1 Introduction to simulationin production

3.1.1 Definition of simulation

Simulatiori is the art and science of creating a representation (mfdefl a process or system
for the purposeof experimentation and evaluatiof#7]. In other words: building a model of a
real system (or a systetn-be), making experiments with this model, and creating output result
for decision making and implementation suppoviDI guideline 3633 defines simulation as the
imitation of adynamic proceswithin a system employing an experimental model.

¢KS | yas SN ( ahyisko8Id djmidStidnibe 2iséd pioduction planning and
schedulingsystemg@ O2 dzf R 0 Sasfélldeé. BimNaian xReriments can be made for
several reasons but they, actually, are of the same primary purpose; as it is desciji@}] al
simulations are made to be able to make gagetisionsn some way. God decisions lead to
increased efficiency and reduced costs, which are usually two of the main goals of a company. In
other words, the main reason of simulations is to supptetision makingMoreover, the aim
of simulation is to receive results that mae transferred to real systems. In addition,
simulation defines the preparation, execution and evaluation of directed experiments within a
simulation model.

Some examples of what simulation can be used for are: prediction of system performance,
evaluationof certain features in the system, comparison between several alternatives, gaining
knowledge of the system at different lfgycle phasesproblem detection and presentation of
predicted resultsassessing the cost of quality, and several others

In geneal, operations research processes are intended to make the right decisions,
gualitativelyas well agjuantitatively [26][96]. They formulate optimization models, containing
all relevant faobrs, such as destination function, conditions and destination description. These
processes require large amounts of processing power the more detailed the model is. Besides,
the results and acceptance of operations research processe®ften not satisfatory. In
addition to linear optimization models nowadays simulation is increasingly used for making the
GNRAIK(GE RSOAEAAZ2Y A D L Gcorgpedptobl@mbuitdoesin@ sukodmdtically & 2 f dzi A
create the actual optimum.

As processes to be analgzebecome more complicated and complex and as more
parameters have to included, the more important simulation becomes witlcagzability of

® The Oxford English Dictionary describes simulation as: The technique of imitating theobelod\gome situation or
system (economic, mechanical, etc.) by means of an analogous model, situation, or apparatus, either to gain
information more conveniently or to train personnel.

"Model is defined in the same book as: A simplified or idealizedrigéisn of a system, situation, or process, often
in mathematical terms, devised to facilitate calculations and predictions.
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analyzing real processef§egarding complexity of manufacturing systems see Se&ign These
processes cannot be covered by mathematical solution methods or optimization processes or
they may be realized only by using a large amount of resources. The aim of simulation is to
arrive atobjective decisionby dynamic analysis, to enable maeas to safely plan and, in the
end, to reduce cost.

As mentioned in[26], the greatest overall benefit of using simulation in manufacturing
environment is that it allows a manager or engineer to obtasystemwide viewof the effect
2F Gt20Ft¢ OKIFy3aSa G2 GKS YIydzZFlI OGdzNAy3I aeaidsSvya
particular workstation, its impact on the performance of the station concerned may be
predictable. On the other hand, it may be difficult, if not impoksilto determine the impact of
this change on the performance of tlowerall systenin advance.

The potential benefits of applyingtraditional or conventiondl¢ simulation in production
planning and scheduling are as follows:

1 Increased throughput, decesed times, reduced iprocess inventories of parts,
increased utilizations of resources, reduced capital requirements or operating
expenses

1 Better overview and understanding of the system and syspeatessegluring the
model building phase.

1 o + A NJatigtichl élatazbyianalyzing results from simulation

3.1.2 Typesof simulation

Traditional methods like statistical analysis often are insufficient for the analysis of complex
production systems. These methods mostly work in the way that they divide the system
subsystems in order to reduce the complexity. As a result they lose the information about the
dynamics that means the change of relations in the course of [ Methods of noHinear
dynamics look at the stam at a whole by displaying the dynamic behaviour in a multi
dimensional state spaceDynamic systemgenerally can be classified in stochastic and
deterministicones A system is deterministic when the state at a definite timg i& explicitly
determired by the state at the time (}. With the same initial state, at the same time and with
the same circumstances the temporal development of the system will always be identical. The
transient likelihood from state (A}B) is 1 (denoted as ID1 Kigure9). The development of a
stochastic system cannot be predicted explic{?],[93]. For a state at time § different
alternative states (G...,G) with the likelihood (B...,R) are possible (marked as ID2Figure9).

state

W >
I S I |
T T

1
I

the te time
Figure9: Transient likelihood of stochastic systems

81n this context, the termgraditional and conventionakimulation are used for simulation studies or experiments,
where simulatbn is formulated in order to find a solution for a defined problem, or evaluate a certain policy or
strategy. Typically, these are situations where the objective of the simulation is to, e.g., evaluate a factory layout, or
the control strategy of a conveydrack. Simulation is designed fonepurpose and the time horizon of the

application idimited to the study in which it is realised.
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From modelling perspectivemanufacturing systems are typicaltlynamic discrete \@ent
systemgDDE$ For constructing valid models of manufacturing systems and their processes the
models should represent the discrete event evolution of the system, as well as features of the
underlying continuous processgz0].

In most manufacturing simulations, time is a major independent variable. Other variables
included in the simulation are state variables, which describe what is happening in the process
or system as functions of tin{€6]. In contrastcontinuoussimulation models are used for state
variables that change continuously with respect to tinfg6][74]. Typically, continuas
simulation models involve mathematical and differential equations that give relationships for
the rates of change of the state variables with time.

In the discrete event simulation approach, state variables change only at event times (see
definitions béow). Examples of state variables include the number of jobs waiting in the queue
in front of a machine, the status of each machine on the shop floor, and the location of each job
in the factory. DES models are mainly flow models that track the flow dfiesnthrough the
factory. The tracking is done using times at which the various events occur. The task of the
modeller is to determine the state variables that capture tiehaviourof the system, events
that can change the values of those variables, dmel logic associated with each event.
Executing the logic associated with each event in a -miered sequence produces a
simulation of the system. As each event occurs and expires, it is removed from the sequence,
called anevent list and the next events activated. This continues until all the events have
occurred. Statistics are gathered throughout the simulation and reported with performance
measures. Different probability distributions can be associated with each process to simulate
variations.

A dscrete, event oriented simulation program only takes points in time (events) into
consideration that are of importance to the further course of the simulation. Such events may,
for example, be a part entering a station or leaving it or of it moving aantither machine (see
Figurel0). Any movements in between are of little interest to the simulation as such. It is only
important that the entrance and the exit events are displayed corredilifen a part enters a
material flow obgct, simulation calculates the time until it exits that object and enters an exit event
into the list of scheduled evente\ent lis} for this point in time.

exit event
events
E processing timeO
I
38 leay
s P
E© leap i
time
entry event event-oriented (discrete) view of movement

continuous view of movement
FigurelO: Eventoriented and continuous representation of a matéfilw process, regarding events
as the function of time

In reality, on the other hand, time passes continually. When inspecting a part move along a
conveyor system, one will detect no leaps in time. The curve for the distance covered and the time it
takes to cover it is continuous, i.e., it is represented by a straight liReyurel0.

Finally, the most important basic terms, related to the simulation modelling of dynamic,
discrete systems are cited and categed here.
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Dynamic discrete event systems (DDES) might be characterised as follows:
1 both time and state variables are defined on discrete set;
i state variables can change only a countable number over time.
While terms regarding simulation modelling are:
1 Sysem ¢ a collection of entities (e.g. facility, process) that comprise a system for
one might study;
1 Sate of a systent; the collection of state variables necessary to describe the system
at a particular point in time;
Eventg point in time where state vaable may change value;
Model ¢ description of the system behaviour (e.g. logical relationships);
Simulationg usage of computer to evaluate a model numerically;
Emulationc a simulation model withouthe control functions modellednside
Dynamicsimulationmodelsg system evolves over time.

Contrary to the traditional application of simulation tools, in the research work an attempt
was made to use the simulation as a development platform and create a system whose building
elements, beyond the traditional @hnacteristics provided by the basic system, incorporates
advanced features.

=a =4 -4 -8 -9

3.1.3 Stepsand life-cycle ofa simulation study

Based on the steps required for a simulation study, defined by Ba@fsthe simulation
study must contain the following phasdgigurell):

1 Problem formulatiorand objectives.Define the problem to be studied, including a

statement of the problersolving objective.

T System definitionModel conceptualisation Abstract the sstem into a model
described by the elements of the system, their characteristics, and their
interactions.

Data collectionldentify, specify and gather data in support of the model.

Model building (or translation). Capture the conceptualised model using th

constructs of a simulation language or system.

1 Verificationand validation (VV&T) Establish that the model executes as intended
and that the desired accuracy or correspondence exists between the model and the
system (we make a difference between communcative, programmedand
experimenal model VV&T)

1 Experimendesign Design the simulation trials regarding the objects formulated in
the beginning of the study.

1 Analysis. Analyse the simulation outputs to draw interferences and make
recommendations for prbolem resolutions.

1 Presentation of simulation resultBpocumentation.Supply supportive or evidential
information for a specific purpose.

1 Acceptancelmplementation Fulfil the decisions resulting from the simulation.

= =

According to[20],[26], the previous sequence the execution of a simulation study is a
cyclical and evolutionary process. The first draft of the model will frequently be altered to make
use of inbetween results and in general the dihmodel can only be achieved after several
cycles. The aim of such a traditional simulation study is to arrive at objective decisions by
dynamic analysis and support the user in the decision making process. Because of cost and time
constraints the real maufacturing systems cannot be utilised to conduct trials, therefore,
modelling, simulation and animation is more widely used in this field today.
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Figurell: Stepsand relatedactivitiesin a simulation tudy (based or[76])

3.1.4 Challenges and limitationsf simulation modelling

Because of its great versatility, flexibility, and power, simulation is one of the most widely
used evaluationsand decisionrsupport techniques [21],[34],[75], [76]). While simudtion, in
theory, has great potential to assist in the understanding and efficient operation of
manufacturing systems, several studies show that there is a low usage of simulation by industry.

An extensive study of the penetration and use of discrete eve@mulation in the UK
manufacturing industry identified only 11% of sites out of a sample of 431 which were currently
utilizing simulation as a decision support tool, reported48]. This viewof the penetration of
simulation into industry is also supported by more recent susy@gsented in Appendix The
literature on manufacturing systems simulation reported reinforces our conviction that
simulation is a technique that still has a lot afderexploited potentialities.

As it was shown in the previous sects, describing the applicatioareas as well as the
penetration of simulation in production control, simulation has been typically usedffdine
decisionmaking. One of the limitationsf its use foron-line decisionmaking is the considerable
amount of time spent in gathering and analysing data. Consequently, this has resulted in
decisionmakers relying on simulation primarily for difie decision support and not for the
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critical online decisioamaking that may arise. In reaime control, the three key issues are
data acquisition, quickesponseand instantaneou$eedback

During the last 20 years, simulation became one of the most popular techniques for
evaluating theimpact of manufacturingdecisions Sometimes it is used alone; sometimes it is
used in conjunction with operational researddR or artificial intelligenceXl) techniqueq74].

Many types of simulation techniqueseaused including physical, Monte Carlo, process, discrete
event ones, and system dynamics simulation. For production decisions, DES is by far the most
popular and widespread member of the set of these techniqUés][76]. At different levels of

detail, DES models typically describe the flow of materials, the flow of information, the flow of
jobs, and a number of performance measures.

When conducting a sintation study it is recommended that a structured systematic
approach be carefully planned and rigidly adhered to. The2@@10 rule is a widely quoted rule
Ay aAyYydzZ GA2Yy NBflIGSR LI LISNB® ¢KS NHzA S adl GdSa
shouldbe divided as followf/5]:

1 40% to requirements gathering such as problem definition, project planning, system
definition, conceptual model formulation, preliminary experiment design and input
data preparation;

20% to model translation;

40% to experimentation such as model validation and verification, final
experimental design, experimentation, analysis, interpretation, implementation and
documentation.

The previous principle is confirmed [@6], where the authors point out that collecting and
preparing the data in order to use in the simulation study is one of the most important tasks, as
it takes up about 35% of the project time. Creating the model takes uphantiuge amount of
time (25%), while validating and correcting needs 15%, running the experiments 10%, finally
analyzing and evaluating 15% of the project time.

Similar ratio highlighted ifrigure12, given by Bankg6], however here a curve is defined
which reflects the possible benefits as a function of the progress of the simulation study. Data
collection and model building considerably contribute to the overall expenditures of a
simulation project. Therefore, it is obvious to focus on those advanced solutions, which
encourage these two intensely important phases.

= =

Benefit

Interpreted Results

15 %
22%

Formal results available =

Data Acquisition

Understanding of the actual state =

Problem Definition

Analytic output data is available =

Problem definition Time/

Expenditure
Figurel2: Development of benefits and expenditures of a simulation problem (fie6})

®In this thesis, we present the results of the research efforts made in the field of simufatfported decision

making, which resulted new approaches and solutions might contravene the following quotation of Scott Adams.
dThere are many methods for predicting the future. For example, you can read horoscopes, tea leaves, tarot cards, or
crystal balls. Collectively, tremethods are known as nutty methods. Or you can putnes#iarched facts into
sophisticated computer models, more commonly referred to as a complete waste ©f(fBoett Adamg71])
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3.2 Simulation for decision support in PPC

3.2.1 Simulation in production decisions

The discrete event simulation (DES) approach has been applied to decisions in design,
scheduling, and planning related to production applicatiof#6]([76],[91]). The simulation
models that are usefior making or evaluaing these decisions generally represent the flow of
materials to and from processingachines and the operations of machines themselves.

Design simulations focus on lontgrm questions regarding plant design and continuous
improvement. Before building a new manufacturing system (or a part ohig) designer must
decide on the processing machines, storage devices, and transportation systems to buy, and the
proper physical layout. Building the manufacturing system on the computer using DES model,
before equipment purchased and construction begungaran save a lot on thimvestment

costs. Purchasing the needed equipment only and ensuring that the facility can produce at the
anticipated demand rate, the designer can minimize risk and capital expendj@irkes

Orce a manufacturing system is in operation, DES models can be used to evaluate system
improvements. A system engineer can analyze the impact of the system changes like adding
new equipment, reducing worki-process buffers. Potential problems can be ideedifand can
be corrected using a DES model. By far the most common use of DES modetpésdtonal
decisionssuch as planning and scheduli2$]. Rabelo et al/74] differentiate between capacity
planning, production planning, and process planning simulations regarding the planning
decisions.

9 Capacity planning simulationevaluate the impact of changing product mix or
demand.

1 Production planning simulationgvaluate the impact of véwus aggregation
schemes and their associated matematier policies. The planner can use a DES
model to test material reorder points and delivery procedures to manage inventory
buffers.

9 Process planning simulatioegaluate assignments of jobs to maakénand routings
for those jobs through the shop.

Scheduling simulation®r simulationbased scheduling) try to find solutions to daily issues
including onrtime order completion, priority changes, and unexpected changes in resource
availability. The simation approach provides a great level of detail without being
computationally too heavy. DES helps a system engimeeafetecting potential scheduling
problems throughcheckingthe resource and schedule performance during the scheduling
interval (shift, dg, or week). The new alternative policies are then executed and performances
of alternatives are compared. This process is repeated until a feasible and desired schedule is
achieved[72][73]. Indicated in another way, a schedule is created by simply simulating the
execution of the factory and taking the recorded execution history as the sch§tdg The
result will be afeasible schedule if all the levant constraints are includedimulatiorbased
scheduling systems tend todlude at least two modules: onfor generating a preliminary
schedule and another module that verifies or refines[i04]. Simulation is used in the latter
module. In addition, the systems contain a connection to company ERP systems so that
operative data can be downloaded. Unlikectical simulation models used for policy
formulation, operativesimulationmodels are usually deterministic. If a random event such as a
machine failure occurs, a new schedule can be quickly generated and evdlb@LEaP].

In simulationbased scheduling, simulation is used for evaluating the feasibility of the
preliminary schedule, getting more precise start and end times for events and identifying
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potential problems. Musselman et 462] point out that exact durations of events are usually
not needed on theg real ¢ shop floor as long as there are no problems. The usefulness of
simulations lies in detecting and preventing these problems before the detailed schedule
reaches tie shop floor.

Thus, the key benefit of a simulatidrased scheduling system comes not from optimal
solution designed by experts. Instead, the kefeedbackof the schedule performance to the
expert human scheduler and his tools for improving it.

From tre precedingbrief discussion, we can see that DES is a widely used and increasingly
popular method for studying thdesignand operationsof manufacturing systems. In fact, DES is
often the only type of investigation possible. There are three main reasersan define.

i DES has the ability to describe the most complex manufacturing systems and to
include stochasticelements, which cannot be described easily by mathematical or
analytical models.

1 DES allows one tivack the status of individual entities angksources in the facility
and estimate numerous performance measures associated with those entities under
a wide range of projected operating conditions.

1 Alternative systemdesigns or operation policies forsystem carbe compared via
DESto see which bst meets a specified performance goal.

3.2.2 Simulation supported schedule evaluation

A number of authors present simulatidrased experimental studies aiming at analyzing
scheduling problems and rescheduling techniques in a dynamic and stochastic enviromhent
categorization of the selected papers is also highlighteThinie2.

The analytical solutions proposed [d0] are able to estimate important performaac
measures for rescheduling strategies in a dynamic, stochastic manufacturing system, and are
evaluated based on the simulation test environment developed. Rangsaritratsamee[&8]al.
present sinulation for analyzing the effect of rescheduling interval on-gbbps by using
periodic rescheduling. If6] and [10] the simulationbased execution ofthe calculated
schedules is introduced, by applying eveniven rescheduling and considering uncertain
activity durations in the form of probability distributions.

Regarding the robustness and flexibility of tardiness and total -flme in jobshops,
seweral schedule repair methods are investigatedli], and an experiment is performed on a
set of benchmark problems by executing schedules against simulated machine breakdowns.

Sabuncuoglu et a[34] propose a simulatioitbased approach for testing the rescheduling
methods in a dynamic and stochastic manufacturing system, applying uncertain processing
times and machine breakdowns. In their approach the system consistwe# tomponents:
simulation model, controller and scheduler. Hadeli et[&4l] and Cavalieri et a[8] describe
different prototype implementations of ageriased manufacturing contratlg systems,
focusing on disturbance handling. The prototype systems are evaluated by using a simulation
model of a flexible manufacturing system where simulation generates both internal and
external disturbances. Kim & Kij23] and Jeong & Kiff19] present a scheduler connected to a
simulation model where simulation helps to evaluate and select situatEpendent
dispatching rules. An extension of the dispatching approach is to allow the systesleitt
dispatching rules dynamically as the state of the shop changes. Wu & [f)ajlexamine the
problem of dispatching rule selection in a flexible manufacturing system environment. They
divide the time horiza into shorter intervals. At the beginning of each interval a variety of
dispatching rules are simulated, and the rule that yields the best performance is implemented
for the next time period.
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An interesting combination of deterministic and stochasticgation is given by Honkomp
et al.[95]. They describe a simulator for semuintinuous and batch processing manufacturing
environments that can accept deterministic schedules and simulate both a determiarsdi a
stochastic realizationof the schedule. The stochastic version can also use rescheduling logic.
Running two versions of the simulation the authors compare the performance and robustness
of the schedules. Two metrics are used for comparison.

Ps =avg(OF) / OFgis a measure of how well the average objective func{of)value of the
stochastic simulation compared to the objective function of the best deterministic schedule
(Ohpg).

DBsp= SD /abqOhy) is the standard deviatiogSD)of the replias of stochastic version
compared to best deterministic objective functiof©kg. This is used as a measure of
robustness. In simulations, without rescheduling schedules with the best performance also had
the best robustness which is somewhat counter ie. In cases with rescheduling,
rescheduling strategy with no penalties (i.e., can reschedule anything in the future) or no
rescheduling created the best performance. Again those that had the best performance had the
best robustness.

Watt [94] presents a casstudy where several information sources and applications are
integrated. Simulation is applied for both difie simulation and scheduling. Most of the
information used was present in the MES and MRARRM gstems and missing data were
added. Periodically snapshots of the plant status and static data from the MES are collected and
schedules are generated by a commercial scheduling packagdin®fsimulations are
performed to testwhat-if scenarios and reuskthe same information for scheduling. New rules
can be created and tested against history data. The improved rules are then applied in the
scheduling system.

3.3 Summary

In contrast to theneeds discussed mainly in Secti®n, there are a number of problems
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Limitations of previous simulatiebased approaches, presented in Secsi@r2.1and 3.2.2are
inhibiting the realtime, interactive evaluation obperationallevel decision making. In these
previous solutions, simulation is not agrated into the PPS or manufacturing execution
systems. Thereforayithout the online data connection and common a@ase structure with

the planner/scheduler, advantageous features, e.g., automated model building or automated
model parameterization are not available, this way, considerably reducing the application areas
and effectiveness of simulation inq@uction systems.



32

4. New simulation approachedor planning and
analysis of complex productions systems

In this Chapter iwvill be shown, how some of the problemgescribed in Chapte3, are relaxed

due to alternative modelling and application solutions. As the main contribution of this Chapter,
we propose a modelextended simulation which reflects a new approach in simulation
modelling of productions systems and may support better intggto manufacturing ICT
systems. The necessity and actuality of applying this new technique is proven through a
literature review, furthermore, the proof of the conceptriinforced bytwo casestudies as well.

4.1 Key requirements of production simulation

In the coming space we will introduce, how and why key elements (requirements) for simulation
influence the needs and expenditures of the realisation process of a simulatiosp®¢dy the
requirements based on the leallenges formulated in the previowsections,and highlightthe

main directionsto be followed in order to be able to fulfil the requirementsThus, key
requirements can be listed as follows

1 Data acquisition, preparation and modelling capability &ey elementswhile

during the other phass, regarding a production simulation study the reduction of
the expenditures is fairly not as promising as by the otlisege sectior8.1.4).

1 Consequently, improving model building technigues, applying reusable model
elements,through modular software architecture (similarly to software engineering
tasks, such as UML) and object oriented modelling.

Integration to ERP, MES systemight results in a reasonable data acquisition platform.
Reuse model components for different puges in different lifecycle phases of the
system modelled.

= -

Data acquisition and preparation
Simulationinput datais a major problem which usually takes considerable time to collect.
The simulation input data problem actually consists of a set of problems:
availability,
syntax and semantics,
information model,
dependencies, autocorrelation, and inhomogeneities,
information content, and
input data analysis.

E ]

Availabilityof input data is stated by several authors as the main problem. Many companies
seem to phn and control production with simple rules of thumb, which approach makes correct
data not necessary. Others have the data, but well hidden in their information systems. The
same data can also be in sevdrdbrmation systemsbut with inconsistent valug Yet another
problem is thedependenciekidden in the data.

Two problems occur as information ling transferred between applications. The first
problem is that ofsyntax The second problem is that afemantics in automating the
conversions. Insteadhe major problem in thenformation contentthat tends to be focused on
static means instead of the distributions desired for DES. For a more detailed discussion on
simulationinput datasee, e.g[26],[76] and[92].
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Model building, model translation

As the second key elementodel buildingis an overwhelming task that requires much
training and experienceThe level of detailrequired can be hard to define. Traditionally,
simulation has been applied to the lotgrm planning, design and analysis of manufacturing
aeaitsSvyao ¢KSaS Y2 RtrovaawdEoiS (id I REGEISOBCHSeRthey
are sédom used after the initial plans or designs are finaliZéd]. As opposed to the
GONI RAGAZ2Y It ¢ dza S [IFprogodel izt dndekr@ gyStedesiyribas b8ein | £ ©
finalized, the simulation that was used for evaluation could be used as the basis for system
control. Moreover, simulation is created by using neutral systemmponentsj.e., they made
efforts to build simulation models for SFC, generaatbmatically.

Another problem is the exchange eystem logic Application integration partially solves
that problem, but aneutral modelling languagéhat is capable of describing the systems logic
would solve the problem of exchanging both modelsétween DES tools and the exchange of
logic in between DES systems aB&T componentdRande[92] gives a quite pessimistic view
regarding the possibility to, e.g., exchange DES models in between toolsatele is might
never ever come true, because software vendors are interested in protecting their own
interests. Hitchens[106] presents alife cycleapproach to thesimulation and emulation of
automated systems. The approach uses conventional discrete event simulation in all the phases
for different purposes andeuseshe modelfrom stage to stage. And thus, regarding simulation
from the project point of view, a distinction is made between sirtiata and emulation.
Simulation is generally applied in the early stages of a project while emulation is applied during
the detailed design and implementation phases.

Complexity and granularity in the face of computational efforts

The level of detail defes the depth or resolution of the model. At one extreme, an entire
production systemOlF'y 6S Y2RStftSR Fa | &aiay3atsS aofl O] o2
time [115]. At the other extreme, every detailed motion @imachine could be modelled with a
one-to-one correspondence depicting the entire machine operation. Unlike the model scope
which affects only the size of the model, the level of detail affewtslel complexityas well as
model size. Determining the appyoate level of detail is an important decision. Considerable
high detail makes it difficult and time consuming to develop a valid model. Todelmd of
detail makes the model unrealistic by excluding critical varialfiggire13 illustrates how the
time to develop a model is affected by the level of detail. The importance of including proper
detail to meet the objectives of the study is also highlighted.

Oneto one

Corresponse

Minimum
required

Levelof detail

Modeldevelopmenttime

Figurel3: Effect of level of mdelling detail on model development time (frofhl5])
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The complexity of model building should never be underestimated and it is always better to
begin simple and add complexity rather than create an entire complegemat once (see
different modelling details at the different phaseshigurel4). Building a model in phases (or
stages) enables failures to be more readily identified and correatedell It is also easier to
add detail to a model than it is to remove it froi furthermore, a model with excessive detalil
may be too expensive to program and to execute

Our hypothesis on the extended simulation approach to be verified isitithe level of
modelling detail ncreases, the features and furens modelled must be reducedequired by
the limited computational efforts available.

Model objects

maser )

Increased granularity

Phase3 | ) ( ) [ J ) X

Figurel4: Granularity of the model objects at the different phases of the simulation models

4.2 Extended simiation

One of the most importantbjectivesof the researchpresented herds related to the potential
improvement of computer simulation as applied to manufacturing systems. Among the current
limits of simulation, existing tools fall short of offering exffive integration into the control
process of production. In order to enhance the capabilities of simulatiod make it more
responsivel 2 R 8 Qa4 AYRdzZAGNAIf ySSRax>x GKS drai 61 a G2
approaches.

The Section describesthe possible applications of simulation on the different levels of a
production systemas well as therequirementsare specified which arenecessary for the
successful application of the modé&ur proposed hierarchical view tfe combination ofDE
componentsand simulation as well as theelated information systems in interface connections
areintroduced here Hereafter, we refer to iasextended simulation.

The different roles of simulation in production planning and scheduling as well as in
production control systemsre shown inFigurel5. In order b make the categorization easier
three main levels are defined.
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Simulation -based solver
simulation coupled with planning
and optimization modules

Simulation T \

built in (decision) logic

ERP/CAE i planning level (MP, MRP,
MRP II, Capacity PI., CAD)

! |

MES i control & execution level,
scheduling (SFC, PAC, SCADA)

! |

MA i production aut. (CNC, PLC, SPC) ]

ep uonenwis

Emulation
simulation model of a

Resources, prod. & logistic processes production or logistics system
[I'—' N R = ] L (physical level)

Figurel5: Proposed structure, possible functions and connections of productiomsiaiion, given at
the different levels of production information systems.

A real production environment is presented on the left side of the figure. The physical
system constitutes the lowest level that includes the real manufangufacilities of thedctory.

The middle level corresponds to thechedule andcontrol of manufacturing systens.
Generally, the multifunctional application systesinthe Manufacturing Execution System (MES).

It controls the physical system, i.e., propagates the scheduled tasksommands to the
physical system and receives reports about the execution state of the plan. This level, generally,
does not have any complestrategic planningpr tactical decisionsmaking function but a close
connection to the resources at a lower léyeperational) Any change in the state of the lowest
level is described by events, and these events will cause reactions in the control system.

The highest level represents the integrated planning arabter scheduling system wie
complex decisiommaking and planningprocesses are carried out. The plan is executed by the
physical system under the control of the second level. The planning and scheduling system gets
feedback information about the plan from the second level. Both, the new planning and
schediling tasks and feedback information are received from the production database. With
regard to production systems, thkere describedhighestlevel is usually very complex. As
described in49], these systems are tested on tsbopfloor after the installation only, which
results in costly failures at the stanp stage. In order to eliminate the technical problems in the
design phase, the modelling and simulation of the whole system is needed.

4.2.1 Verticalextension

However, in oder to model the three levels in one framework, substantial compromise is
needed. A good solution is tdistinguishthe model of the systems, in the same way as in
reality, as represented on the right sideFfjurels.

Generally a simulation model is developed, for modelling the overall behaviour of the
system, including control methods and reflecting the physical system by modelling the
resources. Mainly this kind of simulation model (simulation moddtigurel5) is applied for
testing and validating production plans and collecting statistical data. The details, the
granularity and the timéiorizon of the simulation model depend on the system to be modelled.
These features should be chosen in a wagt they should enable fast simulation runs, ensuring
a great number of model runs, which gives statistical confideAauideline for the appropriate
selection of these key elements are described in sectidn Naturally the simulation model
applied in this level must fulfil the requirements regarding data acquisition and modelling
capability, i.e., must have a common database structure as the production information system
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connected, as well as simulation must follow a modskd, componenbased structure and
must be realized in an objectiented tool.

Expanding the simulation with additional components (e.g. optimization algorithms)
powerful simulationbased solvers can be created that may be applied in the solution of
planning and scheduling problems (simulatibased solver ifrigurel5). Generally, in a system
like this, the simulation module is applied as an evaluation (fithess) function of an optimization
algorithm. These algorithms may residetside the simulation software in a separate solver
system or in the simulation system as an integrated-swnlule.

In contrast to simulation,emulation reflects only thesystemstate of the underlying
production structure. Emulation (emulation model iRigurel5) is actually a simulation model
without control inside. This differs from the typical discrete event simulation models, but the
applied modelling techniques are the same. Instead of validating production plans, emugation
applied for testing and evaluating control systems. Emulation models are used in a much more
precisely defined way; in order to test the operation of the control system under different
system loading conditions, and as a 4iikde means of training symm operators and
maintenance staff. Emulation and simulation models are used for experimentation in a different
way. Emulation reflects more precisely the system that will be implemented, and as such, can
be used to carry out a constrained series of veation procedures to ensure the performance
or reaction of the control systerfb0]. Emulation may reduce the developing time of control
systems and shortening this way the tiftemarket, furthermore, allows testing of control
sydems faster than it is done in reéime and under safe conditions. The conditions under
which the tests are carried out can be better controlled, allowing the study of different
scenarios the control system has to deal with. The effects of wiase scearios and machine
breakdowns can easily be studied.

4.2.2 Extension okimulationto different life-cycle phases

We propose a second direction for the extension of simulation, namely extension of
simulation to different lifecycle phasg (orange arrow ifrigurel6), such as for example factory
planning, process planning and installing control systems or machihésinly feasible ifthe
features provided byhe advanced modelling capability and data integrity, defined above, are
strictly kept in focus during the realisation of the different phases.

In the conception phaséhe simulation is used famarketing a project tothe management.

The modeller should realize the simulation mat@del following the principle that the first
phase models usually do not require model components which are too detadedhe system

itself to be modelled is very complex (s€ggurel16). At this workphase simulation is not
connected usually to the company informatisgstems. Another constraint in this phase is to
provide data mainly regarding investment cost and capacity, moreover these results must be
interpreted to managerial personnel, which usually means high level graphical representation of
the system modelled.

In the design phasesimulation is used to find the best solution from a set of potential
designs. The focus in this phase is the overall operating strategy. From the modelling point of
view, the modeistructure created in the preceding phase, is expandeth the static data
gathered from theDE,i.e., an interface to the company database has to be realised.

During theimplementation phase where usually subsystem of the production system are
built, delivered, and installeq the simulation is connected tthe real control software to test
the software implementation. The controllers use the emulation (refined simulation) model as a
replacement for the physical equipment. In this way the control logic can be tested for the
entire facility.
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(functions modelled) (level of model detail)
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Figurel6: Proposed extension of simulation to different lfgcle phases of a production system

In the operation phaseghe emulation is used as a diagnostic tool and rimparallelwith
the operation of the physical systefthe functions ofemulation are described in the details
above) If changes of the systeare required the simulation modekn beapplied forimproving
the installed system or tegsig suggested modifications before implementitige changes.

The introduced new approactextended simulation reflects a new conceptual view in
simulation modelling of productions systems and may support better integrity to manufacturing
ICT systems. The necessity and actuality of applying this new technique is proven through a
literature review,furthermore, the proof of the concept is reinforced by a casady, in the
coming space, as well.

4.2.3 Summary

The hereinabove introduced and detailed approagkiended simulationgives the answer
to the question and challenge arising during the simulatioodelling and analysis of complex
production systems.

Thus, in thisection, extended simulation architecture was introduced and described, as a
possible application approach of simulation modelling on the different levels and in different
life-cycle phaes of production systems, based on the requirements spechkedical extension
of the simulation on the hierarchical levels was proposed, by applying parallel (instead of
separate, stanghlone simulation models), demardtiven, temporary simulation maas, based
on a common model structure (e.g. capacity planning then validating production schedules). We
developed novel methods aiming at the extended application of simulation over timgne
proposed approach, ky requirements of simulation considereghd thus the needs and
expenditures of the realisation process of a simulatoa reduced

Emphasizing the importance of applying progressive refinement to model building, is also
reinforced by our view of simulation modelling. We can state, if thellefenodelling detail
increasesKigurel6), the features and functions modelled must be reduced, because of the of
the model complexity and computational efforts trade off theorem.



38

4.3 Evaluating and improvindg®PGystems by usingimulation in
different lifecyclephases

In this section, a new method is introduceaiming at the extended application of simulation
over time. Thebasicidea of the solution is to developsimulationmethod appropriate for the
different life-cycle phases, following the changes occurring over tintbarproduction system
under examination (e.gdesign,implementationand operation phases of productions control
systems)

4.3.1 The emulation and control in an event scheduling simulation enviremnh

One of the biggest challenges in manufacturing today is to plan a system to produce a high
variety of customer specific products in the shortest amount of time. In doing this, the
motivation of using a simulation tool is obvious, as virtual, simulatechufacturing models
create a test field for conducting experiments on the influences of design on production, for
supporting operations planning and for testing new methods of production management.
Simulation is often combined with search and optimizatadgorithms where the simulation is
applied as a fitness function.

Thesection highlights the results of a research and development work on the optimization
of temporary storageand intraplant transportation operations related to an existing factory
producing cylindrical subssemblies for machine tools. The work highlights the combination of
a genetic algorithm (GA) and a simulation model, where the main aim is the improvement of
performance of an intrglant logistic systemFurthermore, thestudy desribed here also
focuses on the separation of themulationand controland suggests new control strategies to
optimize and improve the functionalities of the storage and transportation unit.

Within emulation the real control system is connected to a slation model that imitates
the machines or the production systems. Emulation may reduce the developing time of control
systems and thus shorten the tirie-market. It allows testing of control systems faster than in
reaktime and under safe conditions.

Ba®d on the possible combinations between reality and simulation, we describe four
possible approaches to test control systems:

1 The traditional way to test control systems. Both the control and logistic systems
exist. The control system is tested after inkton.

1 Emulation is a combination of a real control system and a simulated logistic system.

1 Combination of a simulated control system and a real logistic system.

1 Offline simulation. Both the control system and the logistic systems are simulated.

The nain steps of the development process

Because of the possible iterative steps through the creation of conceptual model, model
implementation and testing, three main steps have to be defined for the mdeiglré 17).
First, a clagsal simulationmodel is created, focusing on the material handling systamhe
design phase After that the modelis separated into two model parisfostering the
implementationof the control system, regardingnainly ICT solutionsFinally, in theoperation
phase the implemented and deployed real control system is trained talifeaituations on the
emulation model and real interface.

It is clear that this realization process fits into tlie-cycle extensiomoncept, described
underextended simulg@on.
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Figue 17: Main seps of how to separate the controller and emulation and of how to evaluate the
control system

The case study

As a reference case study, the "long parts" production segnfégtre 18) of a leading
Belgian manufactureis addresses. In the segment under consideration, different products are
manufactured, starting from raw material. These products are long cylindrical and square pipes,
of different length and diameter. The produatiois organized around the ASRS, the only
temporary buffer in the system. A TRAM system serves the ASRS and the workstations. Each
container contains a various number of identical parts travelling together till the completion of
their processing plans.

Machines and workstations
Raw | ASRS |
material | E Rail |
/ Machines and workstations
TRAM / Length x Width: 170m x 36m

Figure 18: Topology of the inspected part of the plant

The machines are grouped in workstations, with a variable number of container docks and
with different processing capacities. Typically, two containers are included into a wbokst
an empty container to be filled with the finished parts, and a container full of parts to be
worked on. Inside the workstation a part is taken from the full container and loaded into the
processing machines by the human operator. Then it is prodeasd unloaded, furthermore,
stored in the originally empty container. When this last container is full, the ASRS is prompted
to take it away. Because the TRAM has two container docks, prior to picking up the finished
containers, it travels to the ASRSHnng the next container which is going to be processed in
the requesting workstation. Therefore, once the TRAM transported the container with the
finished parts, it unloads the next one without an additional movement.

Finished pieces are stored in the ASBnd retrieved in a given number on a daily base,
according to the assembly orders. The human operators are assigned to workstations and not to
a single machine on the basis of their skills, shifts and preferences. Overall, the plant holds the
characterisics of a classical open jedhop, with different alternatives to carry out a processing
operation.

Preparing offline simulation
In the first phase both the emulation and controller were developed inFik&ht, in the
same simulation model, in order to bable to test the behaviour of the physical system.
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Predefined commands and events are available for the controller making the communication
with the resources possible. Most of them are implemented and used in our simulation model
as string messages. Bging eMPlant, these messages can be handled asynchronously by
applying dynamic message lists.

The message processing component was built to be able to handle the incoming and
outgoing messages parallel. This enables processes to send messages withaitingxge
immediate answer. A process sends messages to the message processing component and goes
on as normal, without having to wait for the other process. The message we use is a
standardized string message:

<msg_|ID|time|SensorID|sender|order|nanigjizaean?| param3|param4|param5|param6|receiver>

At this state of the work, the only dispatching rule is to store the containers as near to the
next process as possible. In the initialization phases all the slots of the ASRS are totally empty.
Applying ths setup, the internal rackerving algorithm of the ASRS was tested to discover the
most frequent places in the store.

During the whole model development we have focused on the messegated
communication approach between the controller and emulationrtpawhich made the
separation of the controller from the classical simulation easier. When running the controller
and emulation in the same simulation environment, it is easy to synchronise the two models,
because the same event controller generates theerds and both models have the same
internal (simulation) clock. This behaviour could be applied very well in the development and
testing phases.

In the second phase our communication interface was specified and implemented to be able
to separate the modelwhich was divided into emulation and controller. DDE communication
was established between two eMlant licences running on two different computers. The
structure of the communication between emulation and the external controller is a standard
stringmessagebasedreaktime-communication, similar to the tested one in the first phase.

Edit Mavigate Objects Icons View Tools Help

_é'lc T % e Swmp O & =52 E&E
£ ] 2 o W =7 e
ol ol
z |Of| ™ |(@)|e] afl ™| mf 1l
Lwvusad| | wasal| [[w1z6d| [ wazed Loz ([wan| | [ wass ]| w3st3

:nm

|:|" |:|" WEZ0 |:|" D" WalT ouT Wala |:|" D" |:|" TAE12 |:|" |:|"
J oz rg‘w =

[wrazsd| | wrusad || wrsaad | | wvsssal| ([ wvasod]| ([ wrazed]| |[wrazad

[ wraasd| | wvssd)| || wraszd| [wrazsd) ||arszd| wrizsd

Figue 19: The interface of the emulated model of the production system inRi&ht. The controller is a
separated library in the model
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Emulation

The eMPlant emulation model of the Picanol longpart section (Bagre 19) is a detailed
simulation modeld6 NB ¥ S NNBidanoliSah wlithdut e control functions. The emulation
part is highly detailed: e.g. sensors on ttrack of the TRAM are implemented, and the
acceleration of the TRAM is taken into account. The simulation clock (EventController) is built in
the emulation but generates also events for the controller.

The relation between emulation and controller, the rhetls and the main message types
are shown irFigue 20.
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4.3.2 Suggestions on optimizing the TRAM and the ASRS

Finding an optimaplace in the store

As it is described above, most workstations do not have a buffer capacity for more than two
containers. Between operations, the temporary storage of the containers is needed, so the
most important questions are when and where to stohe tcontainers in the ASRS. The answer
to the question when depends on the schedule of the resources as discussed above. As another
major possibility for improving the control logic of the internal logistic system, we suggest
optimizing the utilization oftie store.

Comparing this system to that of in common higiise warehouses, there are no exact in
and output points defined for the material flow in the store. For this reason, the classical zone
strategyc applied in most warehouseshad to be modified.

The main idea to improve the utilisations level of the ASRS is to collect information about
the resource, by monitoring the stoii@ (or storeout) operations. This took place by applying
data tablesfrequent_placesandinventory_statq at the controllerside ¢ representing the slots
of the ASRS where the number of the stameoperations at one defined slot and the priority of
the slot are collected. This gives enough information to build from these tables utilisations maps
of the storage system (sddgue 21).

b A

A3

Figue 21: Utlllsatlon map of the storage systeffhe aX|s x Y,z represents the columns, the levels
and the number of times the slot was used, respectively

After discovering the location of the most frequently used slots, e.g., the maimand
output points of the material flow, it is obvious to set the initial priority for these slots relatively
high. Priority for slots is a dynamically changing value reflectiegatttual turnover rate. A
monitoring system has been developed and tested in the controller, to make the store adaptive
to changes. If the number of the stehe operations exceeds a predefined value at a defined
slot (e.g. the value of the dynamic prigrifor each slot), then this slot will be inspected.
Inspection is a special operation for filtering the inactive orders in frequently used slots by
moving the container to a slot with a lower priority.

The results of the simulation study showed that, Hisove described method results faster
temporary-storage operations for the TRAM. The maintenance operation technique (inspection)
¢ responsible for the best allocation of the containegsrequired only about 3.6% more
operations from the transportation reairce.

Figue 22: The store at the initialisation
L1l :_:- __:-_-__ L L] 1l m
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Figue 23: The store at the end of the simulation run.

Entities marked with red (seEigue 23) are inactive containers remoserom frequently
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the containers) is always similar to the inverse of the actual utilisation map.

A
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4.3.3 Optimization of the transportation resource Experimentaldesign

Regarding the current state at the factory, the productiecheduleis calculated without
directly scheduling the TRAM. That means the system calculates with a fixed transportation
time which is considered in thecheduleafter each operation on anachine. This way, the
tw!a Aa y20 O2yiNRffSR o0& aOKSRdzZ SR S@gSyidax
at the workstations (the operators use their terminals to call the TRAM). This is an obvious and
flexible solution in the current situiin, but this kind of dispatching rule is responsible for the
periodically occurring overbooking of the TRAM, as it is proved by the simulation. In the
situation where the TRAM is called by several operators in a staoyt time, it becomes a
bottleneck inthe system, because it is not able to carry out the needed transportations in time,
moreover, the scheduled tasks for the workstations will be delayed. There is no feedback
information during theschedulecalculation to ensure if it is able to do the taske. whether it is
free at that moment. By applying this control strategy, our simulation model represented the
above problems very well.

In such an environmensensibilityin the schedule of the transportation resource could
guestion the effectiveness faulttolerance of a prescheduled productieshedulecompared
to a distributed controller system. This pseheduled system lacks robustness and for this
reason it had to be rescheduled several times in one shift to handle uncalculated disturbances
ocaurring in the systemand thus resulting in a high level ©fstem nervousnegsegarding the
impact of frequent rescheduling see sectidi3.5.

Changing the layout of the physical system or placing new resources is notdlleavenly
the improvement of the control logic or scheduling method of the resources is effective. One of
these control logics is the rack selection strategy (RSS) in the temporary storage system.
Applying optimization by simulation, we searched for aniropl RSS taking into account the
actual state of the production systenm@ependent variablesnamelywork in process, stock
level, orderpattern), while as output of the simulation (as a fitness or evaluation function for
the GA) we considered the utiition rate and the distance run by the TRAM, as well as the
average and the maximum service time (the time spent by the worker waiting for the
transportation operation).

Problem encoding and Genetic Algorithm settings

The main task is to specify the optihrack serving strategy (RSS) for the TRAM. In this case
the RSS means a percentage value, defined by the quotient (Q) of the temporary storage and
next-operation positions. Q is zero, whenat a given relationg it is obvious to store the
containers neato the location of the last operation, and is 100, when it should be stored near
to the workstation for the next operation. A matrix (M) represents the relations between
NE &2 dzNDOSa -@NRIgER NI GAFNREY -6 § R] DR ARG Eediehs S
of M are the Q for the given relation.

3. Eq.
= Awisp
ij
dWiSP+ dSPWj
where
Q is the calculated quotient from workstatiario workstationj,
dwispis the distance between workstatiarand storag pointSR
dspy; is the distance between storage poi8Pandworkstationj.

00
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Figure24: The calculation matrix of the Genetic Algorithm

Initial values are not specified. The search criteria are the minimum and maximum value of
v 0SG6S8SSy n YR mnnz adGSL) A& wmMno ¢ kefSstnyl iNAE a
relations, which can be neglected. This is done by converting the matrix M to a single vector,
containing values only for the existing relations. The individualsna generation are these
vectors. Standard settings for the GA are as follows: mutation rate: 0.1, crossover rate: 0.8,
fitness reference: absolute, parent selection: deterministieneration level: 20, number of
generations: 100Note that the reason foselecting GAand the detailed description of the
tuning of the GA is presented in Appendix A.

The optimization engine defines the input parameter set for the simulagionour case the
actual RS8& and the simulation returns the resulted fitness valueeatach simulation run. The
optimization engine creates new RSS and evaluates the new fitness from the simulation, until
the predefined stop condition.

Results

The value of the fitness is 71852 in average (for 100 orders ataf) bdders/day), without
the GA optimizationTable3). Applying the optimized M input matrix after 2000 model runs,
the fitness value calculated by simulation is reduced to 67269 which is a 7% reduction of the
considered value. This percentage value change6,4% when the ASRS is filled up to about
92% at the initial phase of each model run.

Table3. Results for optimizing RSS considering the utilization of the TRAM and the ASRS

Applied RSS ASRS is empty ASRS is filled up to 92%
Currently applied 71852 72471
Optimized 67269 68115

In Table4 the comparison of the utilization level, the average and the maximum service
GAYS F2NJ GKS OddNNByYHyR & KBIX 2 BIRA ¥ ¥ Riidke resuitNd G S38 A 2
are highlighted in Appendix A)

However, these values could be considered as a are relatively low improvement, it is
important to outline that the processing time on a machine takes hundred times more than the
transportation time(Tableb).



45

Table4. Results for optimizing RSS considering the utilization, the average service time and the maximum
service time of the TRAM

Applied RSS Utilization level (%) Average service time (s) Maximum service tira (s)
Currently applied 36,3% 25,6 134
Optimized 38,7% 24,03 88

4.3.4 Summary

The study showed that the resulting combination of the developedtrol systemand
emulation modelcoupled with an optimization module is highly advantageous. Based on the
extenced simulationapproach three different phases of the resulted simulation system has
been developeddesign, implementation and operation, thus the first two phases were detailed
in this section)

Theresultsof the experimentshow that designing new corr systems or testing existing
ones through interactive, objedairiented simulation provides unique designing and testing
features. Ato the results of the simulation study, by using the optimized control strategies, the
average and maximum time needed fa transportation operation as well as the distance run
by the transportation resource has been reduced.

Table5.Production schedule for a particular production ord@rote that there is a high difference in the

processing timesampared to the transportation times scheduled)

Resource Staringtime Duration Status
W3495 2001/01/11 17:25:00.0000 1:17:00.0000 COMPLETED
TRANSPORT 2001/01/11 18:49:50.0000 3:20.0000 COMPLETED
TRANSPORT 2001/01/11 18:53:10.0000 3:30.0000 COMPLETED
W1264 2001/01/11 21:59:50.0000 1:48:00.0000 COMPLETED
TRANSPORT 2001/01/11 23:47:50.0000 3:20.0000 COMPLETED
TRANSPORT 2001/01/11 23:51:10.0000 3:30.0000 COMPLETED
W1529 2001/01/12 14:27:10.0000 2:25:00.0000 COMPLETED
TRANSPORT 2001/01/12 16:52:10.0000 3:20.0000 COMPLETED
TRANSPORT 2001/01/12 16:55:30.0000 3:30.0000
W3754 2001/01/12 16:59:00.0000 2:15:00.0000
TRANSPORT 2001/01/12 19:14:00.0000 3:20.0000
TRANSPORT 2001/01/12 19:17:20.0000 3:30.0000
W3234 2001/01/14 15:45:00.0000 4:08:00.0000
TRAMNPORT 2001/01/14 19:53:00.0000 3:20.0000
TRANSPORT 2001/01/14 19:56:20.0000 3:30.0000
W3513 2001/01/14 21:25:10.0000 6:45:00.0000
TRANSPORT 2001/01/15 04:10:10.0000 3:20.0000
TRANSPORT 2001/01/15 04:13:30.0000 3:30.0000
W3234 2001/01/15 04:17:0@000 58:00.0000
TRANSPORT 2001/01/15 05:15:00.0000 3:20.0000
TRANSPORT 2001/01/15 05:18:20.0000 3:30.0000
w1528 2001/01/15 05:21:50.0000 1:45:00.0000
TRANSPORT 2001/01/15 07:06:50.0000 3:30.0000

FINISH
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4.4 Componentbased simulation modelling fooff-line schedule
evaluation

In this section theproposed new componedbased simulation modelling approach is
introduced.By applying thextendedsimulation architecture presented in the previous sections
constituted the stochastic evaluation environmtein which we performed absolute evaluation

of static schedulesThe overall goal of these experiments is to prove that the proposed
extended simulation architecture can be successfully applied fotingf decisionsupport
purposes at shoffloor level. Thus, the detailed description of the ICT solutions enabling the
integration of the scheduler and the simulation are presented. Experimental results gained on
real industrialsized data are discussed as well.

4.4.1 Simulation model as a schedule evaluator

As itwas stated in the previous sectiongmsilation captures the relevant aspects of the PPS
problem, which cannot be represented in a deterministic, constrhased optimization model.
The most important issues in this respect are uncertain availabilityesdurce, uncertain
processing times, uncertain quality of raw material, and insertion of conditional operations into
the technological routings.

Here theproposedsimulation modelis utilized as a component of a higher level system
taking the rde of the real production systemThe reason of the intention to connect the
scheduler to a discrete event simulatetwofold. On the one hand, it serves as a benchmarking
systemfor evaluatingthe schedules on a richer model, on the other hand, it covers the non
deterministic character of the redife production environment. Additionally, in the planning
phase it is expected that the statistical analysis of schedules should help to improve the
execution and support the scheduler during the calculation of furdedredules. The evaluation
of schedules is measured over several rahshe discrete event simulatiowhere the number
of replications (independent simulation runs, with different random numbers) depends on the
construction of confidence interval¥he man functions of the discrete event simulator are as
follows: it
evaluates the robustness of dady weeklyschedules against the uncertainties,
helps in visualizing and verifying the resulta&PS system,
supports the systematic test afpilot PPS systn,
offers a benchmark platform for the calculated schedules,
supportsoff-line rescheduling decisions.
sensitivity analysis of the schedules

=A =4 -4 —a _a 9

4.4.2 Architecture of the propose®PS system

Based on previous explanatory experiments and basic research, atiengdtd system
structure was defined. The layers of the system are as follows:

1 the solution of mediursterm, integrated capacity and production planning problem
is provided by an intgerlinear programming approackiCapacityrequirements
planningin Figure25),

1 the solution of the short term, detailed finite scheduling problem is calculated by a
constraint programming techniqu@-inite capacityschedulingn Figure25),

1 the evaluation and analissof the predictive short term schedules is carried out by a
DESnodel(Simulationin Figure25).



a7

Machines. Labour 3 | Master schedule
Calendar | | ?;
Capacity Requirements = Material Requirements BOMs
Planning o Planning Routings
weekly production plans ‘ weekly mat. and cap. plans

14

Finite Capacity Job Shop Scheduling ‘ W, evaluations

a
detailed daily schedules £ Z 7
: I shopfloor v Simulation

status

‘mm"mn!‘

‘ Manufacturing Execution ‘ MES
Figure25: Outline of the developed prototype PPS system

An important practical requirement is that th®ystem components should be able to work
with the data stored in existing production information systems. The details of the capacity
planning module and the finite capacity scheduler are describg@5hand [39]. (Interested
readers may find more figures introducing thser interfaceof the shortterm schedulerand
the simulatorin Appendix F.)

4.4.3 Architecture of the simulation module

In the following sections the simulation module of thboae architecture and the schedule
evaluation approach are describefihe main requirements for the simulation modyfer off-
line schedule evaluatiorgre as follows:

9 common data, odine and bidirectional connection to the scheduler,

9 support for input/output inspections,

91 support for different playback strategies,

1 playback time horizon: tlay to 1week,

1 short response time, making multiple model runs possible.

In order to meet all the requirements for a flexible simulation system, the structure
presentedin Figure26, namely thecomponent®based simulatiomethod, has been developed.
The smulationmoduleandthe finite capacity jobshop schedulethighlighted inFigure25) have
connection tothe same poduction databas€DB¢ Production data irFigure26). Resources,
products, process plans, production informatidre., directly and indirectly usable dataare
transformed exactly to the same form for all systemmponents.Thisnecessitates aon-line
database connectionwhich can be realized by standard database interfaces (e.g. simulation
tools usually offerbuilt in ODB®r Oracleinterfaces). Note that simulation relevant datare
storedlocally in the simulation model (DBSimulation data ifrigure26).

10 Componentbased software engineerif@BSE) is a branch of the software engineering discipline, with emphasis
on decomposition of the engineered systems into functional or logical components witldefeled interfaces used
for communication across the components. Components are considerid a higher level of abstraction than
objects and as such they do not share state and communicagéxdlyanging messages carrying datghla context,
hereafter, we use the terrmmomponentfor the simulation units, constituting the different functionelements.
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Figure26: Architecture and the main process flow in the simulation module

Hereby, the complexity of integrating the simulation module into the systesigisficantly
reduced. None the less, the common data tables ensure data integrity during the creation of the
simulation; moreover, the dataodel serves as a basis for the more detailed sthogr model.
Running the simulation by applying the basic dathlés results in a waste number of queries
during the model run, reducing the simulation speed significantly. However, in order to ensure
enough number of simulation replications for the evaluation of a short time production
schedule, the total responsentie should be minimized. In order to resolve the above two
contradictory objectives an exhaustive data fym®cessing phase is included in the simulation
process.

Thedata-processings carried out before the overall simulation (phase &igure26). The
redundant data storage in the simulation model is compensated by the advantage of the
shorter response time.

Modelling real production systems frequently brings up the problem of handling hundreds
of resources in a simulation modéHaving the modelling objects in hand, which were created
on the base of the conceptual model, in our architecture #dimulation modelis created
automaticallybased on the prerocessed data (phase b ligure26). Note that the processes
phase a) and phase b), as the key elements for the successful application of extended
simulation, are dexibed in the followingubsection more in the details.

The automatic generation of the model is followed by the initialization phaseséleain
Figure 26). In this phase, besides classical parameter settings, the procedure involves the
generation of inpuparameterspecific model components (entities such as products,
operators). Contrary to the previous phaseistbne is carried out for each replication.

The simulation runs are repeated until the required number of replications is obtained
(phase d irFigure26). Each replication is a terminating, nrtmansient simulation run, having the
same initial parameters and settings, but different parameters for uncertain simulation times
and events generated on the base of random numbers. In the last phasactieduleis
evaluated by using the evaluation criteria and the results of the evaluapmcess are
interpreted by shogloor managers who are predestined to take necessary actions (the
Decision makerphase e irFigure26).
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4.4.4 Implementationand experiments

Casestudy for componenbased simulation

The capabilitie of the extended simulation approach are presented in this section, aiming at
to bring the theoretical results/solutions into practice. Thus, a estady of industrial character
intended to evaluate schedules in a large -gifop environment was also cad out. By
applying the new componertased simulation modelling (introduced in the section), the
resulted model constituted the stochastic evaluation environment in which we aimed to
perform absolute evaluation of static schedul&be casestudy was elborated at a factory that
produces mechanical productBigure27) by using machining and welding resources, assembly
and inspection stations and some highly specialized machines. Production is performed in a
maketo-order manner where deadline observance is an absolute must, even regarding
unpredicted orders. Since quality assurance is a key issue, tests may result in extra adjustment
operations. The planning and scheduling method vaslated and tested with theeallife data.

The objectoriented hierarchical simulation modef the plant to be modelled is based on
the functional decomposition approach. The simulation includes the modelled elements of the
real plant and each unit of a production set is identifiedquely and traced during its lifecycle.
CKS aAvYdzZ A2y Y2RSt OKSNBI FiSN (KSPSSEYdzAlal A 2
created following the simulation modelling process described above. The deterministic inputs of
the simulation are vided in three main data tables. These are tablesesburces process
plans and the short timeschedule passed by the scheduler (for more information on the
simulation¢ ERP interface, please read Appendix F)

Figure27: Ore representative produdtype of the factory considered

Implementation of the simulation

The simulation model of the castudy implements a dudtame architecture PlantModel
and SimManagerFigure28). SimManageicomponentis responsible for thenanagement issues
related to the simulation experiments (control of the simulation, run simulation replications and
evaluate results)DataReparata component manages the ERP interface to the production
database and prprocesses thedownloaded data to the required format. Model creation,
initialisation and parameterisation is executed by thdodelBuilder component. This
component contains the meteodel of the resources, as well as the built in execution logics
and policiesThe compaents of the model are created into tli®lantModelframe.
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The detailed process flow of the data preparation and automated model building is depicted
in Figure29.

At the current application phase, and regarding the needs, the simulation experiment is
initiated™* by a humaruser. The DataPreparataromponentopens & ODBC connection to the
remote production database. Data tables are downloaded, bygsijl queries and stored into
local object tables (highlighted a$&chedule_tap ProcessPlans_tab and resource JTab
Schedule_Tables a result of the basischedule_tap expanded with data regarding process
plans.Again, the user selects the desired wedknterest to be evaluatedthus the data stored
in the schedule_ofSelectedWetdble give the basis for thielodelBuildercomponent to create
the product part objectASSYand COMPONEN({@epending onwhether the part needso be
assembdd with other parts or not). These object instances are then registered to the
mach_ScheduleT&h Next step is the buildp of the resourcegthe resources of the plant are
categorized in two main groupsnachine and personne), based on theweekly calendar
(resources_Tagb and the object clasRESOURCHEhe stochastic inputsS{mulationrelevant
data), such as for example, distribution function of MTBF, are represented by the uncertainty
parameters mentioned above and stored locally in the simulation. The model resultieihjts
all the exactly parameterisedresources (which are also registered objects of the
mach_ScheduleTableand thus the part objectsan be placed on these resourcéis is the
initialisation phase (phase), which is followed by the next phases d&td in the previous
section.As it is described previously, the realisation process of the schedule execution in the
simulation is totally objeebriented, i.e., part objects are moving from resource to resource
following the reference of these objectstosed in a list as an attribute of the part object.
Therefore, this results in a vehygh-speed executigrdespite the large number of resources and
tasks.)

In order to reduce the rigidity of the schedule during execution, the fixed start times of
operations are removed and only the sequence of the operations on the various resources are
kept (phasec). We use this control rule in order to follow the predictive schedule as far as
possible. By default, an operation can be processed if it is in the froatl aff its queues.
However, since there are not only single, but also alternative resources, we may apply a
relatively liberal execution policy, while keeping the consistency of the overalshop
schedule. Accordingly, an operation may be processediangyif it does not cause lateness in
the subsequent operations. As a main principle, the simulator should play badchieelule
only without changing the optimized sequence of the tasks.

™ We have successfully implemented remote control of simulation models via COM interface, which facilitates
connection to and control of eNPlant models. A remote control console has been developed in Borland Delphi,
which has a limited contralver the simulation model (load, save, run, read/write parameters, etc.) according to a
predefined set of functions.
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Fourmain criteriasimulation model has to cope with
9 During the simulation,only the sequencesof the scheduled operationsare
considered while, the calculated starting timesre neglected because of the
discrete everddriven execution.

9 All of the operators should return to the operata pool when the shift ends.
Operations not finished within theurrent shift should request new operaton ithe
followingshift. The reordering process of the operators to the unfinished operations
issequential
Each processing activity of an operation requires at least one operator.

It is possible that the processing time off the operator is shorter tharptioeessing
time of the machine, fothe sameoperation

= =

Simulation model of the manufacturing process (execution)

Regarding the resource modelling of the designated production system (e.g. flesWinb
model) a metamachine model(Figure 31) is devebped and applied for all the nshine
resources. These are preprogrammed component objects in the simulation, consisting of a
generalized model of the resource, a built in execution policy as well as the process flow. As a
main princple, the simulator should play back tlsehedulewithout changing the optimized
sequence of the tasks, but considering the caladadtart times of the processe$herefore, as
a new solution, an ordered queue of the tasks (jobs) is built up in frontaoh escheduled
machine TaskObjecin Figure31), and the parts to be processed are forwarded into these
objects. Each part has a list of thaskObject$o be visited during the manufacturing process,
according to its process plaand the production scheduléArriving parts at the stations are
processed in the simulation as follows:
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1. Parts waiting for opertion are stored inthe input buffersof the workstations always
sorted by the startingimes of the operationsTaskObjecin Figure31). Each operation
in the schedule contains one of these Tagct which, at he initialisation phase of the
simulation, are distributed to the input buffer of the workstations
(Figure3l).

2. The first TagRbjectin the input buffer queue reserves thist position of thelN buffer
on the machine. Thisensures that the designated machine is reserved for the
designated task.

3. If there is a TaskObject in the IN buffer of the mackigure30), whichbecwmme ready
at the moment, the setup proceswill be immediately started (regarding the task
represented by the TaskObject). Setup processemhave to be started also in cases
the part itself has not arrived at the TaskObject. In this case, there is no event generated
by the arrival of the parfor the simulation however, because ofthe first criteria
(enlisted above)it is not allowed to start the setup process based on the calculated
starting times. The proposed solution is to start the setup process, but freeze it
immediately, before requesting theperator. It will be restarted only if the simulation
time equals the planned starting time of the setup process.

4. In order to start the process at least onperator is needed with the designated service
skills One setup operatiorsiexecutedby one oper#or (Human resources are allocated
G2 G1r&al1ada +a RSAONAOSR dzyRSNJ a2LISNF G2NREE£ 0 @

5. If the setupprocesshas finished and in case it is an assembly procesall the required
parts (Component type) are alreadyistin the input buffer the main process can be
initiated.

6. Before the parts are reallocated to the machines, the processing times of the operations
are set, according to the (_tasks) attributes of the part obje€ts: processing of the
parts are realized on two machine objects. For the first one naaipe (with service) is
necessary, while, for the second, it is mandatory to have at least one opeer (
fourth criterid). In this case, the processing time of the first machine is calculated as
processing time = sum machine timeperator time Of carrse, for the second machine
0KS LINPOSAdaaAy3ad GAYS Sldzrta GKS 2LISNFG2NRQ AN

7. Human resources are allocated to operationsi RS a3 ONA 06 SR dzy RSNJ a2 LIS NI (
operator is available then the process cannot be started.

8. After processing, parts are senb ta virtual transportation unit (fora predefined
transportationtime interva)), before being reallocated to the input buffer of the next
workstation.
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Figure31: Objectoriented model of the execution of the piealculated prodution schedule in the
simulator, by applyinthe TaskObjecstructure

Table6. Precedence constraints and assembled parts

ID Week Version OrderID TaskID Starttime Precedes
43256 17 1 4 79 128 0
43257 17 1 4 80 72 79
43258 17 1 4 81 65 80
43259 17 1 4 82 60 81

4.4.5 Experimental results

The planning and scheduling methadkescribed in sectiod.4.2 was validated and tested
with the reallife data. First, projects were generated from existing routing tatded Bill of
Materials (BOMSs), then, using the resource calendars, the planning problem was solved-on a 15
week horizon, with a time unit of one week. Then, the production plan was passed to the
constraint/based finite jokshop scheduler that worked with 10 min. time unit.

The shogfloor of the casestudy includes more than 100 resources, all of which are
modelled in the simulation module. The shaerm schedule table contains approx. 2000 tasks
to be executed in one replication. The time frame of omewation replication is one week. The
statistical data are collected both on the resource and product sifapire 32 shows the
developed simulation modeTable7 summarizes the size of the castidyscheduling problem.
The initial schedule and the schedules after the simulation runs can be visualized in the
simulation module providing comfortable user interface for necessary interventidrigiire32).

The most important olgctive regarding the factory in the castudy was the minimization
of tardy jobs and WIP level. Additionally, the simulation runs always have -avesle time
horizon. Taking these facts into consideration, mean tardinggsJ,Tmaximum tardiness Ly
and the number of unprocessed tasksy(nafter the schedule execution were considered as
responses and performance measures in the evaluation of the schedules.

Table7. Summary of the size of the scheduling problem in the -casty.

Input Size
Number of tasks in a job 20-500
Working resources/week 80-120
Average number of jobs/week 1520
Average number of tasks/week 15002000

Scheduling horizon 1 week
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Figure32: Screenshot of theimulation modebf the casestudy and the Gantt charts of the initial and the
executed schedule, respectively

Uncertainties in the simulation model
The basic types of uncertainties modelled in the simulation model are as follows:

1 downtimes due to failures othe unexpeted absence of machines and/or workers,

9 processing timethe actual processing time of some operations may depend on the
proficiency and skill of the workeryrgcessing times may be shorter or longer than
planned,

T rework and adjustmentthe execution of sgcific operations depends on the resul
of quality check operations;ased on the result of the check, they may be repeated
or some adjustment operations ate be performed.

The effect of different uncertainty factors

Table 8 demonstrates the results of the experiments after the execution of a predictive
schedule in the simulation model including different uncertainty levels.

Deterministic execution means that no uncertainty was set in the simulation. As expected,
in this case th executed schedule is exactly the same as the planned one. In the stochastic
processing time scenario (row 2Tiable8) the processing times of the tasks were set randomly
applying the uniform distribution. The lower bound i980while the upper one is 130% of the
planned process time. This sab includes a variation of processing times deriving from the
difference of the skills of operators, as well. Row 3Jrable8 refers to machine availability
which is 95% in the cassudy. Tasks not executed are added to the plan for the next week.

Figure33 shows the effect of both machine availability and processing time variance on
average tardiness. Apart from the fact that the chaainforces the prior expectations about the
average tardiness effect of input values from different interval sets can be analysed todather.
the figure, the upper bound for the processing time variance is highlighted.

Table8: lllustrative results of deterministic and stochastic schedule execution regarding one week
(average values in hours, calculated from 250 simulation replications).

Appliedplay-backstrategy Average tardiness (h' Max. tardiness (h) No of unprocessed

tasks
Deerministic process times - 0 0
Stochastic process times 2.74 17.13 5
95% machine availability and stocl 5.25 18.65 27

process times




55

Average tardiness (h)
oORNWAUOON®OO
I

- - 90

] - 93

T = 96 Machine

T 8 o ', . g9 avaiabity
= 3 8 g (%)

Process time variance

Figure33: Response surface: the dual effect of machine availability and processing tiraeceaon
average tardinesdor a selected production schedule

The effect of missing operators

Figure34NB LINBaSyiGa G(KS STFFSOG 2F (GKS 2LISNI i2NRQ
one selected weekly schedule. The dagksbshow the results where the number of operators
per group was decreased by 10%, while the white bars represent the results with 20% less
operator per group. The replications were carried out sequentially, group by group, analyzing
the effect of only onegroup at one time. The results of the experiment show that it is the
groups 7 and 8 that have the main effect on the average tardiness. The other operator groups

have no significant influence on the same output value. Results were calculated from 20
different parameter settings, each of 10 replications.

Figure34: The possible effect of missing op&res on the calculated schedule

The effect of employees with lower skills

The major part of manufacturing processes in the factooypcerned comprises welding
which depends highly on the skills of the workers. Experiments were carried out for evaluating
different worker groups including operators with different skills. We suppose that new



