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Introduction

Commercial electronic devices have to comply with specific standards to ensure they are not causing any harm in their neighborhood. Besides common EMC (electromagnetic compatibility) and EMI (electromagnetic interference) investigations, portable wireless devices (PWD) are also subject to SAR (specific absorption rate) measurements. (Note that in this work PWD refers to a hand-held, wearable or any other wireless communication devices that may operate in close proximity of the human body.) Such international standards are IEEE C95 [1] and IEC 61000 [2] for EMC/EMI. The exposure limits are defined by ICNIRP [3] and IEEE 1528 [4] and IEC CISPR 16 [5] for SAR. These standards thoroughly describe the measurement procedures required for assessing device compliance. However, since the number of PWDs is growing rapidly, the number of antenna elements per device and the operating frequency of wireless communications increase, the compliance measurements become more and more involved and costly. Furthermore, the higher the frequency, the more the SAR evaluation becomes problematic. The main reasons are that the size of E-field probes become comparable with the wavelength, and because of the skin effect, standard SAR measurements are hard to perform.

A recent approach to overcome these difficulties is to substitute specific measurements with numerical electromagnetic simulations. In fact, standardization is in progress jointly by IEC and IEEE to define procedures for the use of the FDTD (finite difference time domain) and the FE (finite element) methods for electromagnetic compliance evaluation [6] [7]. However, PWDs usually have very complex structures, their geometry often involving extreme aspect ratios. Therefore, the near-field validation of their numerical models is inevitable [8]. This raises the need for affordable numerical validation techniques which can aid the design procedure of such devices.

The power emitted by PWDs (and thus that absorbed by the human tissue) is also strongly dependent on the transmitted waveform. Because its many advantageous properties such as high data rate, tolerance against multipath fading, spectral efficiency, etc., many state-of-art wireless communications standards (WiFi, LTE, DVB-T2, HSDPA, etc.) use multicarrier modulation schemes in the physical layer. Although current standards favor OFDM (orthogonal frequency division multiplexing) as the multicarrier waveform, there are multiple candidates to choose from when it comes to the next generation (5G) mobile and cognitive radio communications [9] [10] [11]. The strengths and weaknesses from an engineering point-of-view vary among these schemes. However, multicarrier waveforms share a common disadvantage, namely high PAPR (peak-to-average power ratio) [12] [13].

High PAPR results in eventual high power transmission and thus prohibits the efficient utilization of power amplifiers. Since OFDM became so wide-spread, there are various methods to reduce its PAPR [14] [15]. Some standards, e.g., the DVB-T2 already includes specific PAPR reduction methods [16]. Nevertheless, when considering the final candidate for the 5G physical layer waveforms, the PAPR and
its reduction possibilities have to be taken into account.

**Research goals**

One principal objective of the thesis is to present an alternative numerical model validation method of PWDs to the current E-field measurement based approach. As the numerical model validation of radio frequency devices is in an initial stage, the accuracy of a new approach must be comparable to that of the state-of-the-art E-field based technique. As the E-field approach is based on point values of the measured and simulated electric field vectors, the most reassuring way to compare the validation methods is on a point-by-point basis.

There is an ongoing demand for efficient and real-time applicable PAPR reduction schemes. While fundamentally new concepts are getting harder to come up with, even minor modifications to existing methods can have a significant impact on the overall performance of existing schemes. Therefore, an aim is to develop an alteration of the tone reservation scheme used in OFDM systems to improve its PAPR reduction performance.

The limits of PAPR reduction capabilities of FBMC systems are still open question. It is questionable whether the same amount of PAPR reduction is possible with FBMC as with other multicarrier waveforms. The main reason for this is the inherently overlapping nature of FBMC symbols, whereas the symbols of other multicarrier waveforms such as OFDM are orthogonal to each other. Therefore, this thesis aims to investigate the theoretical achievable of specific PAPR reduction methods in FBMC systems.

**Research approaches**

In my research, I combined analytic and simulation approaches. Where possible the problem formulation is stated analytically. The evaluation is either performed by simulations, or by measurements.

For the numerical model validation, I used analytic approaches to prove equivalence of the proposed validation method with the E-field based technique. To evaluate the underlying impedance change formula, I performed simulations with computational electromagnetic tools and conducted vector network analyzer (VNA) measurements.

For the $\vec{E}^2$ field reconstruction technique, is derived based on the Born approximation. For evaluation, I used the E field results calculated by computational electromagnetic tools. The program performing deconvolution and regularization was developed by myself.

The PAPR problem formulation of the OFDM and FBMC optimization was based on convex optimization theory. To obtain optimal results for the PAPR of OFDM and FBMC symbols, I developed a program which included the use of the
Mosek 7 convex optimization tool. The tool was only used to solve the quadratic constrained quadratic program (QCQP) of the data generated and evaluated by the proprietary code.

The simulation of the proposed PAPR reduction algorithm for OFDM systems was developed from scratch.

**New scientific results**

**Thesis 1: Numerical model validation method for portable wireless devices [S1][S2]**

Validation of the numerical model of devices is based on a quantity that is measured and computed with a computational electromagnetic tool, respectively. Current approaches compare measured and computed values of the E field for evaluation. In my thesis, I introduce an impedance-change based method. For this, two configurations shown in Figure 1 are assumed. Subscripts 1 and 2 are used to denote the electric, $\vec{E}$, and magnetic, $\vec{H}$, field components and material parameters associated with configurations 1 and 2, respectively.

In both configurations, radiating elements made of conductors are embedded in non-uniform linear materials. In most cases, the radiating element is an antenna. For the sake of simplicity, I will subsequently refer to this radiating element as an antenna. The outer boundaries of the investigated volume, $\Omega_0$, are far from the antenna and from the region where the dielectric permittivity, magnetic permeability, or conductivity differs from the ones of the vacuum, $\varepsilon_0$, $\mu_0$, and $\sigma = 0$, respectively.

![Figure 1](image)

(a) Configuration 1 (without control object)  
(b) Configuration 2 (with control object)

**Figure 1: The investigated configurations**
In other words, $\Omega_0$ extends well into the free space. The metallic components of the antenna are considered to be excluded from $\Omega_0$. The surface of the antenna, $\Gamma_a$, is an electric wall (the tangential component of $\vec{E}$ is zero on $\Gamma_a$) as the conductor forming it is assumed to be PEC (perfect electric conductor). The outer boundary of $\Omega_0$ is denoted $\Gamma_0$.

The antenna feed consists of an impressed current filament $I_1$ (in case of Configuration 1) or $I_2$ (in case of Configuration 2) flowing between the two terminals, $P_1$ and $P_2$ of it. This can be assumed as a lumped element model of a feeding port. The volume, $\Omega_p$ is the very close vicinity of the current filament that may represent the volume of a lumped port, which is frequently used in numerical simulations.

The two configurations are almost identical, there are only two exceptions: (i) the feeding currents of the antennas are $I_1$ and, $I_2$, respectively, and (ii) the material properties of volume $\Omega_d$ are different for the two cases:

$$
\begin{align*}
\varepsilon_2(r) &= \varepsilon_1(r), \quad \mu_2(r) = \mu_1(r), \quad \sigma_2(r) = \sigma_1(r), \quad r \notin \Omega_d, \\
\varepsilon_2(r) &\neq \varepsilon_1(r), \quad \mu_2(r) \neq \mu_1(r), \quad \sigma_2(r) \neq \sigma_1(r), \quad r \in \Omega_d.
\end{align*}
$$

(1)

From the model conditions, one can derive the impedance change formula

$$
\Delta Z = -\frac{1}{I_1 I_2} \int_{\Omega_d} j \omega (\varepsilon_2 - \varepsilon_1) \vec{E}_1 \cdot \vec{E}_2 \, d\Omega.
$$

(2)

The formula quantifies the impedance change caused by placing the control object in the near-field of the antenna.

I have proved that the computational electromagnetic model of portable wireless devices can be validated based on one-port characteristic changes caused by a control object placed in the near-field of the antenna.

- I have proved that the precision of the impedance change scaled with a constant gives an upper bound on the precision of the electric field. Thus, the validation based on the impedance change is equivalent to the electric field based validation.

- I have experimentally proved the validity of the presented, reciprocity based impedance change formula. I proved the formula to be applicable by measurement and numerical results of placing a control object in the near-field of the antenna. The results obtained by measurement and calculations made by a computational electromagnetic software are in good agreement.

The numerical validation of devices is based on the comparison of a quantity that is computed with an electromagnetic solver and measured in the reality. Thus, I have proved the applicability of the impedance change formula in . For the evaluation I designed and manufactured a 1 GHz printed inverted F antenna (PIFA). A 13 mm × 13 mm × 13 mm cube with dielectric constant $\varepsilon = 3$ was used as a control
Figure 2: Simulated and measured impedance change of a 1 GHz PIFA antenna in presence of a control object.

The cube was placed at 45 five different positions on a scanning grid in the near-field of the antenna. I have used two different type of electromagnetic computation tools to calculate the left- and right-hand side of eq. . I have measured the impedance change of the manufactured antenna with a vector network analyzer. The results of the simulations and measurements are shown in Figure 2. \( \Delta Z_{\text{rec}} \) and \( \Delta Z_{2-1} \) denotes the right- and left-hand side of the equation, respectively. One can see that both simulation and measurement results are in good agreement with each other. Thus, the impedance change formula is applicable.

For the validation of the numerical models of DUTs (device under test), the relative error of the impedance change has to be smaller than a prescribed error tolerance \( \delta \), that is,

\[
|\Delta Z' - \hat{\Delta Z}'| < \delta,
\]

where the normalized impedance changes are \( \Delta Z' = \Delta Z / |Z_1| \) and \( \hat{\Delta Z}' = \hat{\Delta Z} / |Z_1| \), and \( Z_1 \) is the input impedance without the control object present. Quantities with the hat denote exact values while quantities without the hat denote simulated values (i.e., those obtained from the computational electromagnetics tool). One can also introduce the absolute and normalized field errors

\[
\tilde{e}_1 = \tilde{E}_1 - \hat{E}_1, \quad \tilde{e}_2 = \tilde{E}_2 - \hat{E}_2,
\]

\[
\tilde{e}_1' = \frac{\tilde{e}_1}{\tilde{E}_W} \quad \text{and} \quad \tilde{E}_2' = \frac{\tilde{E}_2}{\tilde{E}_W},
\]
where the normalization factor is defined as
\[ E_W^2 = \frac{1}{\Omega_d} \int_{\Omega_d} \vec{E}_1 \cdot \vec{E}_1^* d\nu \]  
(6)

Following the derivation in the thesis, one can arrive at the inequality
\[ \left| \frac{1}{\Omega_d} \int_{\Omega_d} \vec{e}_1' \cdot \vec{E}_2' d\nu \right| < \frac{P_A}{\Delta Q_{\Omega_d}} \delta, \]
(7)

where \( P_A = \frac{1}{2} I^2 |Z_1| \) is the absolute value of the complex input power and \( \Delta Q_{\Omega_d} = \omega \varepsilon_2 - \varepsilon_1 |E_W^2 \Omega_d \) is a normalization constant having the physical meaning of the zeroth-order approximation of the reactive power change in the control object due to the presence of the control object. Since the relative error \( e_1' \) in (7) is tested by a smooth and bounded function \( \vec{E}_2' \), (7) implies that the error in field values are limited by the error tolerance \( \delta \) multiplied by the constant \( P_A/\Delta Q_{\Omega_d} \).
Thesis 2: Reconstruction of $\vec{E}^2$ field from impedance change values [S3]

The validation method described in Thesis 1 is proved to be equivalent to the E-field based approach. However, the impedance change formula is an integral quantity, as opposed to the E field values which are point values. Direct comparison of the two techniques would be reassuring. In the following, I show that this is achievable by reconstruction of the $\vec{E}^2$ field. The quantity of $\vec{E}^2$ is closely related to the E field, and also reconstructable from the impedance change values.

I have proven that the $\vec{E}^2$ of an antenna is reconstructable from the impedance change values obtained from placing a control object on a scanning grid in the near-field of an antenna. The reconstruction is possible from the impedance change values using deconvolution if the Born approximation holds for the impedance change formula.

- I have demonstrated the reconstruction method by numerical simulations using two different antennas
- I have shown that the error of the $\vec{E}^2$ field obtained using deconvolution can be significantly reduced if numerical regularization (i.e., truncation or Tikhonov regularization) is applied to the convolution matrix.

Based on the first-order Born approximation (BA), $\vec{E}^2$ in (8) can be approximated by $\vec{E}_1$ if the permittivity of volume $\Omega_d$ in Configuration 2 is close to the permittivity of $\Omega_d$ in the case of Configuration 1. For this situation, one can write:

$$\Delta Z \approx -\frac{1}{I_1 I_2} \int_{\Omega_d} j \omega (\varepsilon_2 - \varepsilon_1) \vec{E}_1 \cdot \vec{E}_1 \, d\Omega.$$ (8)

For an arbitrary control object position $\vec{r}_d$, one can express the spatial function of the impedance change formula with the BA as

$$\Delta Z (\vec{r}_d) = -\frac{j \omega}{I^2} (\varepsilon_2 - \varepsilon_1) \int_{\Omega_0} p(\vec{r}_d - \vec{r}) \vec{E}^2_1 (\vec{r}) \, d\vec{r}.$$ (9)

Notice that (9) is a convolution integral, where $p(\vec{r})$ is the convolution kernel associated with the control object.

Due to practical reasons detailed in the thesis, the metric

$$\vec{E}^2_{1,s}(x, y) = \frac{1}{H} \int_{z = z_0}^{z_0 + H} \vec{E}^2_1 (x, y, z) \, dz$$ (10)

is introduced, where $z_0$ is the distance between the DUT and the control object and $H$ is the height of the control object. Eventually a 2D convolution can be
formulated in one or more arbitrarily chosen $x - y$ planes as

$$\Delta Z(x_s, y_s) = -\frac{j\omega}{T^2} (\varepsilon_2 - \varepsilon_1) \int_{x=-\infty}^{\infty} \int_{y=-\infty}^{\infty} P(x_s - x, y_s - y) E_{1,s}^2(x, y) \, dx \, dy,$$  \hspace{1cm} (11)

In the thesis I derive, that the convolution and deconvolution can be formulated with simple matrix operations as

$$z_B = C \hat{P} e,$$  \hspace{1cm} (12)

and

$$e = \frac{1}{C} z_B \hat{P}^{-1},$$  \hspace{1cm} (13)

where $C = -\frac{j\omega}{T_{NM}} (\varepsilon_2 - \varepsilon_1)$, $\hat{P}$ holds the elements $\hat{P}(n, m)$, the discretized convolution kernel, $e$ and $z_B$ are vectors which contain the discretized values of $E_{1,s}^2(n, m)$ and $\Delta Z(n, m)$ in lexicographical order, respectively. Note that (12) is essentially the discretized form of (9).

To quantify the quality of reconstruction two error metrics are defined:

$$\text{MSE}_{\text{mean}} = 100 \frac{\text{mean} \left\{ \left| \hat{E}_{1,s}^2(n, m) - \hat{E}_{1,r}^2(n, m) \right|^2 \right\}}{\text{mean} \left\{ \left| \hat{E}_{1,s}^2(n, m) \right|^2 \right\}} \%,$$ \hspace{1cm} (14)

$$\text{MSE}_{\text{max}} = 100 \frac{\text{max} \left\{ \left| \hat{E}_{1,s}^2(n, m) \right|^2 \right\} - \text{mean} \left\{ \left| \hat{E}_{1,s}^2(n, m) - \hat{E}_{1,r}^2(n, m) \right|^2 \right\}}{\text{max} \left\{ \left| \hat{E}_{1,s}^2(n, m) \right|^2 \right\}} \%,$$ \hspace{1cm} (15)

where $\hat{E}_{1,s}^2(n, m)$ is (10) calculated using a computational electromagnetic tool and $\hat{E}_{1,r}^2(n, m)$ is the result of the deconvolution based reconstruction.

In the thesis, I demonstrate the reconstruction method through numerical simulations using two different antennas, a 1 GHz printed inverted F (PIFA) and a 1.8 GHz printed monopole. The use of deconvolution directly results in intolerable errors in the reconstructed field. However, applying numerical regularization (i.e., truncation or Tikhonov regularization) to the convolution matrix can reduce these errors significantly. In Figure 3a and the $\hat{E}_{1,s}^2(n, m)$ of the PIFA calculated with the CST [17] Microwave Studio is shown. The $\hat{E}_{1,r}^2(n, m)$ field reconstructed from the impedance change values using deconvolution directly is shown in Figure 3b. The reconstruction results obtained using truncation and Tikhonov regularization are shown in Figures 4a and 4b, respectively.

A benefit of regularization is that it makes the reconstruction method robust against measurement noise. I investigated the case where white Gaussian noise is added to the impedance change values $z_B$. Figure 5a and 5b shows the error metrics (15) and (14) versus the signal to noise ratio (SNR) of $z_B$ for the PIFA and monopole, respectively.
Figure 3: Original and reconstructed field of PIFA

(a) $|\hat{E}^{2}_{1,s}(n, m)|$ of 1 GHz PIFA
(b) Deconvolved $|\hat{E}^{2}_{1,r}(n, m)|$ from $\Delta \hat{Z}(n, m)$ without regularization

Figure 4: Reconstructed $|\hat{E}^{2}_{1,r}(n, m)|$ for PIFA

(a) Calculated using truncated convolution matrix from $\Delta \hat{Z}(n, m)$
(b) Calculated using Tikhonov regularized convolution matrix from $\Delta \hat{Z}(n, m)$
Figure 5: MSE of reconstructed field versus SNR for two example antennas

**Thesis 3: PAPR reduction capabilities in FBMC systems**

The PAPR reduction of multicarrier signals can be formulated as an optimization problem. If convexity of the problem is proven, one can find the unique optimal solution. One can formulate different PAPR reduction methods as constraints on the optimization problem. Because of the inherent overlapping nature of FBMC symbols, it is questionable whether the same rate of PAPR reduction is possible with FBMC as with OFDM.

I have proved that the achievable PAPR reduction with tone reservation (TR), active constellation extension (ACE) and their joint use is similar with OFDM and FBMC modulation.

- I have formulated and solved the QCQP optimization problem for the PAPR reduction of OFDM and FBMC signals. I have used the constraints of the TR, ACE, and their joint application to reduce the PAPR. The problem formulation includes the number of symbols within an FBMC frame as a parameter which is essential due to the overlapping nature of FBMC symbols.

- I have solved the QCQP optimization problem for FBMC and OFDM. The evaluation of the PAPR reduction potential of the TR, ACE, and their joint use is based on the CCDF of the PAPR after solving the problem for a sufficiently large set of symbols with the presented modulation parameters.
Let \( x \) denote the multicarrier modulation signal (OFDM or FBMC). The PAPR of an OFDM symbol is calculated as

\[
PAPR_1 = 10 \log_{10} \left( \max_{0 \leq k \leq NV - 1} \left\{ |x_k|^2 \right\} \right)
\]

where \( N \) is the number of subcarriers and \( V \) denotes the oversampling ratio. For FBMC signals the PAPR is defined as

\[
PAPR_2 = 10 \log_{10} \left( \max_{mNV \leq k \leq (m+1)NV - 1} \left\{ |x_k|^2 \right\} \right)
\]

\[
K \leq m \leq M - K - 1,
\]

where \( K \) is the overlapping factor, and \( M \) is the number of FBMC symbols in a frame.

Adding the "correction term" \( y \) to the original signal and minimizing the instantaneous power of the oversampled complex baseband signal \( E \), the general problem formulation becomes

\[
\text{minimize } E \quad \text{subject to } |x_k + y_k|^2 \leq E, \quad 0 \leq k \leq T - 1,
\]

where \( T \) is the length of a frame. The various PAPR reduction methods differ in the constraints they pose on \( y \).

Let \( F^{-1} \) denote the \( NV \times N \) IDFT matrix. Then OFDM signal synthesis can be expressed using matrix operations as \( x = F^{-1}s \), where \( s \) denotes the frequency domain symbols. Using this notation, the optimization problem for PAPR reduction to a single OFDM symbol can be formulated based on [18]:

\[
\text{minimize } E \quad \text{subject to } \begin{bmatrix} x \ F^{-1} \end{bmatrix} \begin{bmatrix} 1 \\ t \end{bmatrix} = a
\]

\[
E \geq |a_k|^2,
\]

where \( a \) is an auxiliary variable to express the amplitude of the signal. The instantaneous magnitude \( |a_k|^2 \) is upper bounded by \( E \) which is minimized.
In the thesis I derive the formulation of the PAPR optimization problem for FBMC in a similar form. It is shown in my thesis that one can express the synthesis of an FBMC frame as

\[ x = H_{F1}t_{re} + H_{F2}t_{im}, \]  

where \( tt_{re} + jt_{im} \) denotes the frequency domain symbols for the entire frame, i.e., for \( M \) successive symbols, \( H_{F1} \) and \( H_{F2} \) are the FBMC synthesis matrices. Then the optimization problem for FBMC becomes:

\[
\begin{align*}
\text{minimize} & \quad E \\
\text{subject to} & \quad \begin{bmatrix} x & H_{F1} & H_{F2} \end{bmatrix} \begin{bmatrix} 1 \\
t_{re} \\
t_{im} \end{bmatrix} = a \\
E & \geq |a_k|^2.
\end{align*}
\]  

(21)

Both OFDM and FBMC optimization problems are indeed a QCQPs. In my thesis, I show that the problem is convex and thus, a unique solution exists. I used proprietary code in combination with the MOSEK 7 [19] optimization tool to obtain the optimal results. In my thesis, I have performed simulations with parameters shown in Table 1. The result of PAPR reduction with the TR, ACE, and their joint use is shown in Figure 6 and Figure 7 for OFDM and FBMC with \( M = 8 \) symbols per frame, respectively. The modulation alphabet is 16QAM for both schemes. All other parameters are set according to Table 1. The CCDF curves reveal that, if computational complexity is not a concern, the PAPR reduction capability of TR, ACE and their joint application is similar in OFDM and FBMC systems.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>FBMC</th>
<th>OFDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>no. of subcarriers [N]</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>frame size [M]</td>
<td>8,12</td>
<td>1</td>
</tr>
<tr>
<td>overlapping factor [K]</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>no. of reserved tones [N_{PRC}]</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>oversampling rate [V]</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>no. of realizations</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>modulation alphabet</td>
<td>QPSK, 16QAM</td>
<td>QPSK, 16QAM</td>
</tr>
</tbody>
</table>
Figure 6: CCDF of PAPR for original and PAPR reduced OFDM signal

Figure 7: CCDF of PAPR for original and PAPR reduced FBMC signal, $M = 8$ symbols per frame
Thesis 4: Improved PAPR reduction method for OFDM systems [S6]

The optimal solution of the PAPR problem is attractive, however solving the QCQP in real-time might not be possible. Thus, computationally efficient suboptimal algorithms are developed that can be applied in practice. Such methods are the kernel-based (TR-K) [20] [21] and clipping-based (TR-C) [22] [23] tone reservation schemes.

I have proved that the PAPR reduction capability of the TR-C and TR-K method can be improved in OFDM systems if the clipping ratio is adjusted iteratively.

- I have shown that the PAPR reduction capability of the TR-C and TR-K techniques depends on the CR. I have proposed two methods to determine the iteration dependent CR trajectory, the “globally” and the “locally” improved CR.

- I have proved that when the globally and locally improved CR is applied, then the PAPR reduction capability of the TR-C and TR-K is enhanced. The evaluation of the PAPR reduction potential is based on the CCDF of the PAPR after solving the problem with the compared methods for a sufficiently large set of symbols with the presented modulation parameters.

Both TR-K and TR-C methods can be performed iteratively and they have the clipping ratio (CR) as a parameter:

$$\text{CR}_{\text{db}}^i = 10 \log_{10} \left( \frac{(A_{i}^\text{max})^2}{\frac{1}{NV} \sum_k |x_k|^2} \right),$$

where $A_{i}^\text{max}$ is the clipping amplitude in the $i^{th}$ iteration.

In the TR-K scheme the output signal is modified according to a predefined kernel function. The kernel function is scaled with $\alpha$ and circularly shifted with $m$ samples in every iteration.

$$x^{i+1} = x^i - \alpha^i r(m^i),$$

$$\alpha^i = \frac{x^i m^i}{A^i} (A^i - A_{\text{max}}),$$

where $r$ is the kernel function. The sum of scaled and shifted functions is added to the original signal. The transmit signal after the $i^{th}$ iteration is

$$x^i = x + \sum_{g=1}^i \alpha^g r(m^g).$$
In case of the TR-C scheme, the signal is clipped in each iteration as

\[
\bar{x}_k = \begin{cases} 
  x_k, & \text{if } x_k < A_{\text{max}}^i \\
  A_{\text{max}}^i e^{j\varphi(x_k)}, & \text{if } x_k > A_{\text{max}}^i 
\end{cases} 
\]

(26)

where \(\bar{x}_k\) is the clipped signal and \(\varphi(x_k)\) is the phase of the signal. To obtain the PAPR reduced signal, the clipped signal is further manipulated in the way described in the thesis.

Former methods did not exploit the feature that the CR can be modified in every iteration. In my thesis, I have presented two methods, the “globally” and “locally” improved CR to find a beneficial CR trajectory. I have evaluated the performance improvement of the PAPR reduction methods through simulations with parameters shown in Table 2. In Figure 8 the CCDF function of the PAPR is shown when the globally and locally improved CR is used. The Figure also shows the results when the CR is not adjusted during iterations. It is clear, that for the TR-C algorithm both the globally and the locally improved CR is advantageous. On the other hand for the TR-K scheme, only the results of the locally improved CR are significantly better.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>modulation</td>
<td>OFDM</td>
</tr>
<tr>
<td>no. of subcarriers ([N])</td>
<td>2048</td>
</tr>
<tr>
<td>no. of reserved tones ([N_{PRC}])</td>
<td>18</td>
</tr>
<tr>
<td>position of peak reduction carriers ((PRC))</td>
<td>113, 124, 262, 467, 479, 727,</td>
</tr>
<tr>
<td></td>
<td>803, 862, 910, 946, 980, 1201,</td>
</tr>
<tr>
<td></td>
<td>1322, 1342, 1396, 1397, 1562,</td>
</tr>
<tr>
<td></td>
<td>1565</td>
</tr>
<tr>
<td>maximal allowed PRC amplitude</td>
<td>5</td>
</tr>
<tr>
<td>number of symbols</td>
<td>15000</td>
</tr>
<tr>
<td>modulation alphabet</td>
<td>16-QAM</td>
</tr>
<tr>
<td>oversampling rate ([V])</td>
<td>4</td>
</tr>
<tr>
<td>(\mu) for TR-C</td>
<td>-282</td>
</tr>
</tbody>
</table>

Table 2: Simulation parameters of the TR-K and TR-C methods
Figure 8: CCDF comparison of the constant, locally and globally improved CR with TR-K and TR-C algorithms.
Outlook

A possible application to numerical validation and near-field reconstruction method related to Thesis 1. and 2. is pre-compliance with standards that need numerical validation such as [24]. However, as the technique becomes more mature, it will potentially become an alternative to the E-field based approach even in standards. For this to happen, further benchmark measurements and comparison with conventional methods are needed.

Future work regarding Thesis 3. is to find algorithms that can approach the PAPR reduction capability of the theoretical results in real-time. With the help of the presented problem formulation and solution, one can analyze the optimal result which can motivate the development of new methods for FBMC.

The results presented in Thesis 4. can be applied in standards where the TR reduction scheme is allowed. An example of such a system is DVB-T2 [16]. Furthermore, based on the presented method one can find an improved CR trajectory for other clipping based PAPR reduction methods such as active constellation extension.
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