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1 Introduction

The requirements towards today's computer systems are tougher than ever. Parallel to the growth in complexity of the systems to be designed, the time-to-market pressure is also increasing. In most applications, it is not enough for the product to be functionally correct, but it has to be cheap, fast, and reliable as well. With the wide spread of mobile systems, size, heat dissipation, and energy consumption are also becoming crucial aspects for a wide range of computer systems [15], especially embedded systems.

Embedded systems have become a part of our lives in the form of consumer electronics, cell phones, smart cards, car electronics etc. These computer systems consist of both hardware and software; they together determine the operation of the system. In this context, hardware means application-specific hardware units, i.e., hardware designed and implemented specifically for the given system, whereas software means a program running on a general-purpose hardware unit, such as a microprocessor.

For much of the functionality of embedded systems, both a hardware and a software implementation is possible. Both possibilities have advantages and disadvantages: software is typically cheaper, but slower; moreover, general-purpose processors consume more power than application-specific hardware solutions. Hardware on the other hand is fast and energy-efficient, but significantly more expensive.

Consequently, it is beneficial to implement performance-critical or power-critical functionality in hardware, and the rest in software. This way, an optimal trade-off can be found between performance, power, and costs [6]. Unfortunately, finding such an optimal trade-off is by no means easy, especially because of the large number and different characteristics of the components that have to be considered. Moreover, the differences between hardware and software as well as their interaction also contribute to the complexity of the design process.

To address specifically the problem of designing complex mixed hardware/software systems, a considerable amount of research has taken place in the field of hardware/software co-design (HSCD) since the early 1990s [8, 10, 11, 16, 19, 20, 23, 24]. The main steps of a HSCD framework are outlined in Figure 1.

The central task of HSCD is partitioning, i.e., deciding which components of the system should be implemented in hardware and which ones in software. This is clearly the step in which the above-mentioned optimal trade-off between the conflicting requirements should be found, also taking into account the communication overhead between hardware and software [5].

In order to represent communication, the system to be partitioned is usually modelled with a graph, the nodes of which are the components of the system, and the edges the communication between them. The nodes and edges are usually assigned different cost values, which can mean for instance running time, occupied chip area, or heat dissipation. As can be seen in Figure 1, it is an important task of HSCD to determine the graph and the cost values. However, during partitioning, these are assumed to be given.
2 Aims of the research

The goal of the research was to investigate the hardware/software partitioning problem from an algorithmic point of view. This consists of two main tasks:

- Investigation of the algorithmic complexity of the problem. It was claimed by several researchers that partitioning is \( \mathcal{NP} \)-complete [3, 7, 16, 22], but only one particular formulation of the problem has been proven to be really \( \mathcal{NP} \)-hard [16]. However, that formulation also included the scheduling problem, and the proof also depended on the hardness of scheduling. On the other hand, the literature also includes several other formulations of the partitioning problem that do not include scheduling, and the complexity of these problem formulations is not proven. For this reason, one of my aims was to investigate the complexity of different formulations of the partitioning problem, possibly finding polynomially solvable cases, or to formally prove \( \mathcal{NP} \)-hardness.

- The other main objective of my research concerned the \( \mathcal{NP} \)-hard versions of the problem, because—as revealed by my investigations—several formulations of the problem are indeed \( \mathcal{NP} \)-hard even without scheduling. Nonetheless, these problems have to be solved somehow in practice. Therefore, I worked on efficient heuristics for these problems. In contrast to most previous work in the field, the primary aim was not to include as many details of partitioning as possible in the algorithms, but rather to enhance efficiency for a more limited problem.
A related task is to test, tune, and compare the heuristics on benchmark problems. It is important to determine the effectiveness and speed characteristics of the algorithms, because this is the basis for deciding which one to use in a given situation.

The most important features of the used problem formulations are as follows. Each node of the graph is assigned two nonnegative values called hardware cost and software cost, respectively. Each edge is assigned a so-called communication cost. The hardware cost of a given partition is defined as the sum of the hardware costs of the nodes that are in hardware. Software cost of a partition is defined similarly. The communication cost of a partition is the sum of the communication costs of the cut edges. In practice, both software costs and communication costs are often time-dimensional, and their sum is approximately equal to the running time of the whole system. For this reason it makes sense to consider these two costs either separately or summed.

<table>
<thead>
<tr>
<th>P1: Decide whether there exists a partition for which both the hardware cost and the sum of the software cost and the communication cost are below given bounds.</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2: Find a partition for which the hardware cost is below a given bound, and the sum of the software cost and the communication cost is minimal.</td>
</tr>
<tr>
<td>P3: Find a partition for which the sum of the software cost and the communication cost is below a given bound, and the hardware cost is minimal.</td>
</tr>
<tr>
<td>P4: Find a partition for which both the hardware cost and the software cost are below a given bound, and the communication cost is minimal.</td>
</tr>
<tr>
<td>P5: Find a partition for which the weighted sum (with given nonnegative weights $\alpha$, $\beta$, $\gamma$) of the hardware cost, the software cost, and the communication cost is minimal.</td>
</tr>
</tbody>
</table>

Figure 2: Problem formulations

Based on these notions, the considered problem formulations are shown in Figure 2.

3 Methodology

In the used problem formulations, hardware/software partitioning is a graph bipartitioning problem. Therefore the used methods stem from the field of graph theory, algorithm theory, and heuristic optimization.

For the proof of the \(NP\)-hardness results I reduced well-known \(NP\)-hard problems—specifically the KNAPSACK and MINIMAL BISECTION problems [4]—to the problems at hand. For the polynomiality proofs I used the fact that both the minimum cut and the minimum $s - t$ cut of a graph can be found in polynomial time [1].
In the heuristic algorithms, I made use of general-purpose heuristics (deterministic and randomized greedy algorithms, genetic algorithms [6]), as well as methods that had been developed for graph partitioning in general (Kernighan–Lin algorithm [17], Fiduccia–Mattheyses algorithm [9]). Furthermore, I used again a reduction to a minimum cut problem. In some cases, the efficient implementation and the appropriate data structure were highly non-trivial. I also addressed these questions; for example, I used an advanced data structure from the field of geometric algorithms for one of my heuristics.

I also implemented the new algorithms, and tested them empirically on numerous industrial benchmark problems and large random graphs. Some algorithms had tuneable parameters; these were also tuned based on the test runs on the benchmark problems. Moreover, the running time and effectiveness of the algorithms could be compared this way empirically.

4 New results

**Theorem 1** The $P1$ problem is $NP$-complete, even in the special case when only graphs with no edges are considered.

The proof shows that the $P1$ problem for graphs with no edges is actually equivalent to the KNAPSACK problem. The next theorem is a consequence:

**Theorem 2** $P2$ and $P3$ are $NP$-hard, even in the special case when only graphs with no edges are considered.

The KNAPSACK problem, although $NP$-complete, can be handled relatively efficiently, that is, there are so-called pseudo-polynomial algorithms for it [4]. The next two theorems show that, for general graphs, the hardware/software partitioning problem is harder than this:

**Theorem 3** The $P1$ problem is $NP$-complete in the strong sense.

**Theorem 4** $P2$ and $P3$ are $NP$-hard in the strong sense.

Because of the equivalence to the KNAPSACK problem, hardware/software partitioning becomes relatively easy when communication costs can be neglected. According to the next theorem, this is especially true for the other extreme:
Theorem 5 If hardware and software costs can be neglected, i.e., only communication costs have to be taken into account, then all of the defined problem formulations can be solved in polynomial time. This remains true even for the generalization in which some nodes can be prescribed to be in hardware and some others to be in software.

The last theorem is about polynomially solvable special cases. The next theorem shows that the P5 problem can be solved in polynomial time even in general:

Theorem 6 The P5 problem can be solved in polynomial time.

Finally, an inapproximability result:

Theorem 7 The P4 problem is NP-hard. What is more, if P \neq NP, then not even an approximation algorithm can exist for it.

**Thesis 2:** I developed a new genetic algorithm for the hardware/software partitioning problem [C7].

In the dissertation, the algorithm is presented for the P3 problem, but it can be easily adapted to the other problem formulations as well.

There had already been genetic partitioning algorithms, but my algorithm is more efficient. The main novelty is the consistent handling of so-called invalid individuals (i.e., partitions whose cost exceeds the bound). The most important features of the algorithm in this respect are the following:

- Although invalid individuals do not represent correct solutions of the problem, and it would hence seem logical not to allow them, I showed that allowing such individuals in the population improves the effectiveness of the algorithm. This is because often the 'almost valid' individuals carry the most valuable genetic patterns.

- Of course, valid individuals should be favoured; therefore, the fitness function has to be chosen in such a way that it punishes invalidity. I tested different functions for this purpose in order to choose the best one, because the empirical tests showed that this choice has great impact on the effectiveness of the algorithm. A function of the following form proved best:

\[
    f(P) = \begin{cases} 
    \Theta' - H_P & \text{if } P \text{ is valid} \\
    \Theta' - H_P - c \cdot exc(P) - M & \text{if } P \text{ is invalid.}
    \end{cases}
\]

Here, \( f(P) \) is the fitness value of partition \( P \), \( H_P \) is its hardware cost, and \( exc(P) \) is the measure of its invalidity, i.e., the percentage by which \( P \) exceeds the bound on the running time; finally, \( \Theta' \), \( c \), and \( M \) are appropriate constants. As can be seen, the conflicting goals of partitioning are unified in a single function in such a way that maximizing the fitness leads to validity and decreased hardware costs. On the other hand, a small exceeding of the bound can be compensated by a sufficiently low hardware cost.
• In order to return a valid partition at the end of the algorithm, it has to be ensured that the population contains at least one valid individual at all times. For this reason, I tested several methods for generating valid individuals into the initial population, without having to fear degeneration of the population. The ratio of valid versus randomly generated individuals in the initial population is also an important parameter of the algorithm.

• I showed that the effectiveness of the selection (elitism) operator can be enhanced significantly if not only the best individuals of the population are copied into the next one, but also the best invalid ones.

Moreover, I tested several different possibilities for the recombination operator, as well as different recombination and mutation ratios. The tuning of the parameters required a huge number of empirical tests, but choosing the best parameter configuration significantly improved the effectiveness of the algorithm.

**Thesis 3: I developed a new Kernighan–Lin-type heuristic algorithm for the hardware/software partitioning problem [J3, O6].**

The original Kernighan–Lin algorithm addressed the *Minimum Bisection* problem [17], which is in several respects simpler than hardware/software partitioning. Therefore, the adaptation of the algorithm was far from obvious. Furthermore, since the publication of the original Kernighan–Lin algorithm, several improvements have been suggested [5, 9, 13, 14, 18, 21, 25], so it was also necessary to investigate how these improvements can be transferred to the case of the hardware/software partitioning problem. Specifically, I had to cope with the following problems during the adaptation of the algorithm:

• Specifying the gain function of the algorithm based on the different cost functions of hardware/software partitioning. At this point, the dilemma of invalid partitions was again an issue, and it again turned out that it is beneficial to allow a small exceeding of the bound, but of course with an appropriate mechanism to punish invalidity.

• The choice of the initial partition. Again, it is beneficial to start from a valid partition. Moreover, the effectiveness of the whole algorithm depends significantly on the quality of the initial partition; therefore, the dissertation investigates different possibilities for rapidly generating a high-quality initial partition.

• Tie-breaking strategy for the case when the best gain is shared by more than one node. I showed that it is advantageous to also regard nodes with similar gain values as if they had the same gain, and to use the LIFO strategy [13] to choose the winner from them.

• The method of locking moved nodes. As it turns out, the dynamic locking scheme [14] is better for hardware/software partitioning as well than the original locking scheme suggested by Kernighan and Lin.
The biggest challenge in the development of the algorithm was the choice of the data structure that would enable an efficient implementation. I proved that, for any data structure, the algorithm needs at least \( \Omega(n \log n) \) time per phase. My implementation—which uses the range tree data structure [2]—reaches this lower bound for sparse graphs.

Finally, I also investigated how the used hardware/software partitioning model influences the applicability of the Kernighan–Lin heuristic. I showed that the algorithm can be extended without a significant runtime penalty to handle more cost functions. I also showed that scheduling can also be integrated into the algorithm; however, this makes it considerably slower.

**Thesis 4:** I developed a new heuristic, based on finding the minimum cut in graphs, which works by constructing auxiliary graphs—using different cost factors—from the original graph, finding the minimum cut in the auxiliary graphs, and selecting the best valid partition from them [J3, O6].

The main novelty of the algorithm is that it is—in contrast with previous works—not the adaptation of a well-known, general-purpose heuristic, but it was developed specifically for the hardware/software partitioning problem, and is based on the combinatorial properties of this problem.

The basis of the heuristic is the algorithm mentioned in Theorem 6, which solves the P5 problem optimally in polynomial time. Based on this algorithm, a heuristic for the P3 problem can be constructed in the following way. From the original graph, several P5 instances are constructed using different \( \alpha, \beta, \gamma \) factors. These problem instances are solved optimally using the polynomial-time algorithm for P5. From the resulting partitions, the best with respect to the original P3 problem is taken, i.e., one that does not violate the constraint and has minimum hardware cost.

This way, the algorithm investigates only partitions that have a high quality in some sense: specifically, they are optimal solutions of a related problem (for appropriate cost factors). This makes it possible to achieve good results although only a small fraction of the search space is scanned.

A second consequence of this method is that the algorithm is able to infer non-trivial lower estimates on the optimum, which get better and better during the operation of the algorithm. This way, the algorithm always has an upper estimate on how far its best result found so far can lie from the optimum. This is a feature that none of the previously suggested partitioning algorithms possessed.

The speed of the algorithm depends heavily on the number of evaluated \((\alpha, \beta, \gamma)\) tuples, and how the next tuple to be evaluated is chosen. Clearly, only the ratio of the three parameters is important, and not their absolute values. Therefore, one of them, e.g., \( \beta \), can be fixed, and only the other two have to be varied. This means that some points of the \( \alpha - \gamma \) plane are evaluated. In the dissertation I proved that it is sufficient to deal with a bounded region of the plane because points outside this region do not yield further solutions. The shape of this region can be seen in Figure 3.
Inside this region, the algorithm proceeds with increments of size $d\alpha$ and $d\gamma$. In order to make the algorithm faster, $d\alpha$ and $d\gamma$ are set adaptively during the course of the algorithm: as long as no better solution is found, the size of the increments is multiplied by $(1 + \varepsilon)$ in each step, i.e., the search accelerates exponentially. However, when a better solution is found, the increment is reset and the search becomes thorough again.

This way, the best point of the plane can be found approximately, but it is possible that the algorithm jumps over the best point itself. This is corrected in a second phase, in which the neighbourhood of the previously found best point is searched again, this time more thoroughly. Of course, this method works well only if the costs of the optimal partition of $P_5$, as functions of $\alpha$ and $\gamma$, change smoothly and according to some simple structure. Luckily, this is really the case, as can be seen in Figure 4. The figure also shows that the hardware cost of the optimal partition is monotonously decreasing in $\alpha$. This is also proven formally in the dissertation.

5 Comparison of the results of Thesis 2, 3, and 4

I compared the three algorithms both analytically, based on their theoretical features, and empirically using industrial benchmark problems. The analytical comparison focused on the following aspects:

- The role and importance of initial partitions, and how they are generated
Figure 4: Hardware cost of the optimal partition of the P5 problem as the function of the weights $\alpha$ and $\gamma$

- Stopping criteria
- Parallelization possibilities
- Stability, i.e., the ability of not forgetting promising areas of the search space
- Extension possibilities
- Parameters that need to be tuned, hardness of the tuning process
- Number of evaluated partitions per unit time and the complexity of generating the next partition to evaluate
- The way that the relative importance of the different cost functions is captured
- Determinism versus randomization

The empirical tests were carried out on a number of benchmark problems: members of the MiBench benchmark suite [12], the own designs of our research group, as well as large random graphs.

The tests revealed that the effectiveness of the algorithms depends significantly—beside on the size of the input—on how strict the constraint is, as well as on the communication to computation ratio (CCR), i.e., the ratio of communication costs to software costs. The typical speed versus result quality of the three algorithms for different constraints and CCR
Figure 5: Cost/speed trade-off of the three algorithms for low CCR and tight constraint

Figure 6: Cost/speed trade-off of the three algorithms for low CCR and loose constraint

can be seen in Figures 5-8. In these experiments, 'tight constraint' meant a bound chosen randomly from the lower half of the interval of meaningful bound values, whereas a 'loose constraint' meant a bound chosen randomly from the upper half. In the case of 'low CCR,' the average of the communication costs was roughly equal to the maximum software cost, in the case of 'high CCR,' it was equal to about ten times the maximum software cost.
Figure 7: Cost/speed trade-off of the three algorithms for high CCR and tight constraint

Figure 8: Cost/speed trade-off of the three algorithms for high CCR and loose constraint

As can be seen from the figures, the best results were achieved in the case of low CCR (regardless of the tightness of the constraint) by the MFMC-based algorithm of Thesis 4. In the case of high CCR and loose constraint, there is no clear winner, and in the case of high CCR and tight constraint, the GA achieved the best result. Concerning running time, the winner was in all cases the KL-type algorithm, the second was the MFMC-based
algorithm, and the third the GA.

The tests also revealed that, in most cases, the lower bounds produced by the MFMC-based algorithm are not far from the results it found, which proves the high quality of both the results and the lower bounds.

6 Applications

The results of Thesis 1 found indirect application: the polynomial-time exact algorithm for the $P_5$ problem became the basis for the heuristic algorithm of Thesis 4; the $NP$-hardness results helped to better understand the problem and lead my attention to the presented heuristics.

The heuristic partitioning algorithms of Theses 2-4 have already found practical applications:

- In an exact partitioning algorithm based on branch-and-bound (BB), developed by our research group [J6]. The BB algorithm is able to optimally solve partitioning problems of several hundred nodes in reasonable time. It also significantly outperforms similar exact algorithms based on integer linear programming. In BB, both the genetic algorithm of Thesis 2 and the MFMC-based algorithm of Thesis 4 have been applied as pre-optimization heuristics: they generate initial solutions and thus initial upper bounds for the branch-and-bound algorithm. As demonstrated in [J6], both of these algorithms are very useful for decreasing the running time of the BB algorithm without sacrificing optimality.

Moreover, the polynomial-time algorithm of Thesis 1 also plays an important role in the BB algorithm: it is used to determine whether a given partial solution (i.e., when it has not yet been decided for all nodes whether they should be in hardware or in software) can be extended to a valid complete solution with lower cost than the best one found so far. Thus, the polynomial-time algorithm of Thesis 1 significantly helps in cutting off unpromising branches of the search tree and so improving the performance of the BB algorithm.

- In a project funded by Akita Industrial Development Center (Japan), our research group participated in the development of some medical applications. Our task was to create efficient implementations for several neural algorithms using hardware/software co-design. The neural algorithms included Kohonen's self-organizing map, an image segmentation algorithm, and a clustering algorithm based on fuzzy logic. The most important step in the implementation of these algorithms was to find a good trade-off between the conflicting requirements on chip size, cost, and performance [C6]. In the first phase of the project, this was done manually, but as later the presented partitioning algorithms became ready, this work was substantially eased.
• In the EasyComp project, funded by the European Union, our research group participated in the development of new component-based system design methodologies. In particular, we developed a component-based process for hardware/software co-design [C8, J2]. The main idea of this methodology is to compose complex systems out of abstract building blocks in an intuitive way using a graphical tool. In order to cope with design complexity, implementation-specific details of the components are hidden from the designer. In particular, the components may have more than one implementation, for instance a hardware implementation and a software implementation; our tool shields the designer from such low-level issues. As a consequence, partitioning decisions have to be made automatically. This is where the heuristic partitioning algorithms presented in this work are used.
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