Traffic Engineering Algorithms for MPLS Networks

Ph.D. Dissertation Summary

by

Balázs Gábor Józsa

High Speed Networks Laboratory
Department of Telecommunications and Media Informatics
Budapest University of Technology and Economics

Advisors:

Gábor Magyar, Ph.D.
Traffic Analysis and Network Performance Laboratory
Ericsson Hungary Ltd.

Tibor Cinkler, Ph.D.
High Speed Networks Laboratory
Department of Telecommunications and Media Informatics
Budapest University of Technology and Economics

Budapest, September 2004
1 Introduction

In the dissertation my results are presented on some traffic engineering (TE) problems that were faced during my research work in the field of multiprotocol label switching (MPLS) networks. However, most of the results to be presented are not limited to MPLS environment but they can be applied to other network technologies (e.g., asynchronous transfer mode) as well, where explicit routing and bandwidth reservation can be performed.

Traffic Engineering

Traffic engineering defined by the Internet Engineering Task Force (IETF) [1] deals with the issue of performance evaluation and performance optimization of operational IP networks. The main goal of TE is to enhance the performance of networks using two different approaches. The traffic oriented approach of TE addresses the assurance of quality and availability requirements for network users. On the other hand, service providers focus on the economical and reliable utilization of network resources, which is the resource oriented approach of TE.

Since the basic purpose of networks is to transfer information from the source to the destination, their most important task is the routing of traffic. Thus, the one of the most significant TE functions is the control and optimization of routing in order to transfer the traffic in the most efficient way. These functions enable the use of sophisticated centralized routing based on the network state, policy, and decision input variables.

TE is not a one time goal but a continual and iterative process of network performance improvement, therefore the TE functions should be used periodically in order to achieve good network performance in the long term. However, the optimization objectives of TE may change over time implied by the new requirements, new technologies, and new problems in the network, which should be taken into account by the TE functions.

MPLS

Multiprotocol label switching (MPLS) [2] is a framework developed for forwarding IP datagrams efficiently in core networks. In MPLS two types of routers are distinguished: (1) label edge routers (LERs) that connect the MPLS network with the classical IP network, and (2) label switching routers (LSRs) that are connected only with MPLS capable routers. The traffic between LERs uses pre-established label switched paths (LSPs) that can be defined explicitly using the traffic engineering extension of resource reservation protocol (RSVP-TE) [3] or constraint based label distribution protocol (CR-LDP) [4]. Moreover, bandwidth can be reserved for each LSP to support TE, which is assumed throughout the dissertation.

MPLS, when combined with traffic engineering, delivers a useful concept for meeting the requirements of differentiated services. A great benefit of this concept is that, it does not need significant changes in the base of the existing IP networks. It fits to asynchronous transfer mode (ATM) switches, which are widespread in the core networks of service providers. In summary, there is a great chance that the next generation routing platform would combine the benefits of MPLS and traffic engineering.
2 Research Objectives

The motivation of my dissertation was to study performance optimization problems in MPLS networks from the point of view of a network operator, furthermore, to propose novel traffic engineering algorithms for this kind of problems.

The issue of optimal resource utilization is coming from the enormous increase in bandwidth requirements caused by novel networking applications as well as by the increasing number of network users. Besides the need for capacity, quality and availability are more and more important factors for network operators in order to be profitable in the competition of service providers.

Traffic engineering with MPLS offers the possibility of making centralized routing decisions enabling the application of sophisticated routing algorithms aiming at improving the performance of operational networks. On the other hand, in the case of planning future MPLS networks, it is advisable to use a design algorithm that takes the ability of route reconfiguration into account resulting in lower deployment costs.

Main Objectives

The main objectives of the dissertation are the following:

- design a robust global path optimization algorithm that can take the specialties of MPLS into consideration,
- improve the backup path calculation and the failure resistance using shared protection,
- propose solutions for the rerouting problem that arises after path optimization,
- compose a multi-hour network design algorithm exploiting the specialties of stepwise cost functions.

Further, the performance analysis of the new algorithms is targeted in order to prove their efficacy.

3 Methodology

During my research work NP-hard [5] problems were faced for which—according to the current state of science—an optimal solution cannot be guaranteed in reasonable time for problem instances of practical sizes. As the focus was on the practical applicability, exact algorithms were out of the scope of the dissertation because of their high running time. The exact solution of problem instances involving a few tens of nodes may take several hours [6], while there are also problem instances of practical sizes that cannot be solved due to the huge memory needed. All algorithms to be presented are based on heuristic optimization that can offer the required efficiency, moreover the running time can be limited.

There are three basic approaches to evaluate the performance of the algorithms for networking architectures: analysis, simulation, and measurement after prototyping. Analytical methods were widely used for public switched telephone networks (PSTNs) many years ago.
However, some properties of data networks differ from telephone networks, resulting in the inadequacy of analytical methods in most cases. Although prototyping and measurements can generally provide the most accurate results, they were unnecessary for my investigations as the focus was on off-line global optimization problems that are based on computations on centralized data. For these reasons simulations were used for performance evaluation.

In all theses the problem of creating many different network topologies arisen in a similar way, therefore a random topology generation method was proposed in Thesis 1. Based on this generator the problem instance generation can be automated, which helped produce a large number of instances improving the reliability of the results. On the other hand, in every thesis real-world topologies were investigated as well, and compared their results to the ones of random topologies.

The network topologies were modeled by directed graphs having capacitated edges. A particular traffic demand was generally determined by its source and destination nodes and its bandwidth requirement. However, in some cases this representation was extended by loose/strict hops, hop limit, and backup paths coming from the traffic engineering capabilities of MPLS networks. In Theses 1–3 the evaluation of novel routing algorithms was based on the success probability principal measure indicating the ratio of successfully solved problem instances to the total number of instances. Thesis 4 studies a cost-efficient network design problem, where the total network cost was considered as the main performance indicator.

4 New Results

The new scientific results are organized into four main theses with several sub-theses. The corresponding publications and sections of the dissertation are referred in each thesis (e.g., [D3.3] denotes Section 3.3 of the dissertation).

**Thesis 1 Global Path Optimization [J1]**

The global path optimization (also called global routing optimization) is a basic task of traffic engineering. It has a great practical impact as the changing paths of traffic flows may result in a degraded resource utilization on the long run. This is the case even if dynamic TE is applied enabling by RSVP-TE, because RSVP-TE performs only local optimization. To avoid this, periodical (not too frequent, e.g., daily or weekly) global optimization of paths can be performed by the network operator (or it can be automated as well) while the dynamic TE is disabled. This optimization problem can be transferred to network flow theory in the following way: assign paths for a given set of traffic demands having capacity requirements in a capacitated graph. This is an unsplittable multiple-source multicommodity flow problem [7, 8] that is NP-hard [5] and has several solutions in the literature. Integer linear programming (ILP) packages can give exact solution, but only for very small problem sizes [9]. For this reason, only approximate solutions [10, 11, 12, 13] and heuristics [14, 15, 16, 17, 18, 19, 20] can be found in the literature. The practical problem sizes are so large (cf. a core network of a next generation mobile telecommunication network) that the running time of the existing solutions in the case of these kinds of problem instances are not acceptable for practical use. Moreover, new technologies (e.g., MPLS) bring novel constraints into the problem (e.g., loose/strict hops, hop limit, and backup paths) that the known methods do not handle. Therefore, it is essential
to design such an algorithm that can solve large problem instances that are equipped with novel technical constraints in reasonable time.

**Thesis 1.1 An Efficient Algorithm for Global Path Optimization [D3.3]**

The heuristic algorithm proposed for the global path optimization problem (see Figure 1) is based on an iteration that resembles the technique called *simulated allocation* [14, 15]. It maintains two sets: (i) the set of actually unsatisfied demands and (ii) the set of computed paths. In each iteration step, a demand is transferred to a path (*allocation*), or paths are moved back to the set of demands (*deallocation*) for later recalculation. The paths for demands are computed one by one using the well-known shortest path algorithm of Dijkstra [21] in a systematic way. During the iterative path search the possible choices vary with time. The key feature of the algorithm is adapting to the characteristics and difficulties of the particular problem instance by avoiding unnecessary load on bottleneck edges.

The core algorithm involves the following heuristics (indicating the numbers of their corresponding functional blocks in parentheses) in order to explore the difficulties of the actual problem instance enabling the successful solution of a variety of problem instances: demand preprocessing (1), demand difficulty measure (2), insertion of critical demand (2), adaptive edge weight function (3), adaptive path length limit (4), termination condition (5), candidate paths for deallocation (6), edge multiplier adjustment (6), varying number of deallocated paths (6), tournament for deallocation (6), and major deallocation (6). The combination of the above heuristics is the essence of the algorithm and makes it more efficient compared to other methods (including the simulated allocation method). The approach provides enough flexibility in the use of objectives (e.g., maximize the total free capacity, minimize the bottleneck capacity). Furthermore, it facilitates the application of the technical constraints that exist in MPLS networks: loose/strict hops, hop limit, and backup paths.

**Figure 1:** The main functional blocks of the global path optimization algorithm proposed.

**Thesis 1.2 Performance Evaluation of the Proposed Global Path Optimization Algorithm [D3.4]**

The performance analysis of the proposed global path optimization algorithm was performed by simulation on random as well as real network topologies. In order to generate random topologies a method was developed that imitates the situation in real networks and it
is based on related works in this field [22, 23, 24, 25]. The topology generator has two main input parameters: the number of nodes \( n \) and the average nodal degree \( g \). The two parameters immediately give the required number of (undirected) edges that is \( \frac{n \cdot g}{2} \). The operation has four main steps. First, the nodes are placed with uniform distribution into a square area that has side length \( A \). The nodes are placed by considering a minimal distance between them, which is determined by \( \frac{A}{\sqrt{n}} \). After the location of the nodes has been determined, the graph is made biconnected by adding the edges of a suitable Hamiltonian cycle. The Hamiltonian cycle is calculated starting from the convex hull around the node set and then connecting the remaining nodes by greedy maximization of the connection angle. This cycle yields two disjoint paths between every pair of nodes, which is quite typical in real-world backbone networks. After this, the average degree of nodes is increased by adding new edges into the graph. In each step, the actually longest cycle is divided into two smaller cycles by adding a new edge. Finally, the remaining edges are added iteratively by a probabilistic scheme (see [25]), where the probability of selecting the edge \((u, v)\) is calculated by \( p(u, v) = \frac{1}{\mu} \cdot \exp(-\frac{D_{u,v}}{\mu}) \) where \( D_{u,v} \) is the Euclidean distance between the two nodes, parameter \( \mu = \frac{A}{\sqrt{n}} \) is the expected edge length of the exponential distribution. The sampling of the candidate edges for selection is iterated until the required average node degree is reached.

The objectives of the simulation sessions were the examination of the followings: success probability, running time, objective optimization, large problem instances, technical requirements, necessity of the components, strategic constants, and comparison to other methods. Unfortunately, the implementations of other methods were not available, therefore only limited number of comparisons were made (with the help of the developers of the different methods). However, based on these comparisons it can be concluded that the proposed algorithm can produce better results than the other algorithms or it can give results of the same quality in significantly lower time.

The most important result is the ratio of the number of instances for which a feasible solution was found to the total number of instances (namely the success probability) that is shown in Table 1 (each piece of data represents an averaged value of 100 measurements). In the case when the success was not 100%, the average satisfied demand capacity is also included (rounded to the second decimal place) in order to get a more detailed picture of the performance of the algorithm. In the table \( n \) refers to the number of nodes in the network and \( \alpha \) represents the ratio of extra free resources in the network in the case of routing all traffic demands on minimum hop paths. In the case of \( \alpha = 0\% \), when there are no extra free resources in the network, the algorithm could not solve any of the instances disregarding the value of \( n \). This is not a surprising result as the problem is NP-hard so finding a feasible solution is a very difficult task in these “tight” cases. On the other hand, if \( \alpha > 3\% \), the success rate is constantly 100%. Furthermore, it can be seen that only the relatively smaller problem instances are difficult, if \( n \geq 100 \) excellent feasibility results can be obtained even with \( \alpha = 1\% \). The reason for this may be that the smaller the instances, the smaller is the number of alternative paths as well as the number of demands, thus the number of feasible solutions is also smaller.

The main results of the performance analysis can be summarized as follows. The proposed algorithm offers advantages compared to familiar methods in terms of running time, flexibility as well as solution quality. It is practically reliable: works for large networks, can handle
specialties of real-world systems, the running times are reasonable, and the results are excellent for feasibility and good for the different optimization objectives.

**Thesis 2 Backup Path Calculation Using Shared Protection [C3, C7]**

In the current variant of the global path optimization problem the goal is to search for a set of active paths and a set of backup paths for the set of LSP demands so that the overall bandwidth reservation would be minimal. The MPLS network is represented by a directed graph having edge capacities ($c(e)$ for edge $e$) denoting the reservable bandwidth of the corresponding link. A traffic demand $d_i$ is given by its source node $s_i$, target node $t_i$ and by its required bandwidth $b_i$. The result of the path search is a pair of disjoint paths $P_{i1}$ and $P_{i2}$ per LSP demand $d_i$, in other words, two ordered sets of edges without common elements. However, the resource utilization when the backup reservations are dedicated to the backup paths (dedicated protection) is very low, thus other protection strategies are favored.

The shared protection paradigm is preferred by IETF for resource-efficient MPLS-layer protection [26] having the following main idea. Supposing that only one failure can occur at the same time, LSPs having disjoint active paths can share their reservation for the common edges of their backup paths as only one of them can fail simultaneously. This shared backup reservation has been studied extensively in the literature [6, 20, 27, 28, 29, 30, 31] and it seems to be a good compromise between protection and bandwidth consumption. However, the existing solutions do not optimize for the reservation sharing, therefore, it is needed to construct novel approaches aiming at improving the reservation sharing.

The reserved capacity $r(e_j)$ on edge $e_j$ consists of two parts. The first part is reserved for the active paths:

$$\sum_{x: e_j \in P_{i1}^x} b_x.$$  

(1)

The second part is reserved for the backup paths, i.e., the maximal backup traffic on edge $e_i$ in case of any link failure. This part of reservation can be calculated with the help of the backup reservation matrix (BRM) where the rows and the columns denote the edges of the graph. However, assuming that a failure affects a link in both directions simultaneously, BRM has $\frac{m^2}{2}$ rows in practice, where one row refers to the two edges representing both directions of a failed link. Therefore, pair of edges should be used in the expressions instead of one single

<table>
<thead>
<tr>
<th>n / α</th>
<th>0%</th>
<th>1%</th>
<th>1.5%</th>
<th>2%</th>
<th>3%</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0/98.21</td>
<td>0/98.91</td>
<td>1/99.16</td>
<td>6/99.53</td>
<td>73/99.94</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>50</td>
<td>0/98.79</td>
<td>0/99.60</td>
<td>46/99.89</td>
<td>99/100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>75</td>
<td>0/99.27</td>
<td>25/99.85</td>
<td>99/100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>0/99.38</td>
<td>92/100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>200</td>
<td>0/99.50</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>400</td>
<td>0/99.78</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1: Success probability [%] and routed capacity [%] values of the global path optimization algorithm proposed for different problem classes.
edge but this more complex formulation is disregarded as the results can be transferred to the two-direction case without the impairment of generality. The element $B_{i,j}$ of BRM is the required backup reservation for backup paths on edge $e_j$ in case of failure of edge $e_i$:

$$B_{i,j} := \sum_{x: e_i \in P_1^x \land e_j \in P_2^x} b_x.$$  

(2)

To sum up, the backup bandwidth reservation (in case of shared reservations) on edge $e_j$ is equal to $\max_i B_{i,j}$ that is the maximal possible backup traffic on edge $e_j$ in case of a link failure.

The task is to search for a set of active paths and a set backup paths for which the total reservation is minimal. It is assumed that active paths are shortest paths, therefore the formal problem is:

$$\text{to minimize } \sum_j \max_i B_{i,j}. \quad (3)$$

**Thesis 2.1 New Methods for Efficient Utilization of Shared Protection [D4.3]**

Three approaches are presented the purpose of which is to decrease the reservations for backup paths, consequently, to increase the total network throughput. It is a common step of these methods to route a traffic demand having both active and backup paths. This problem is solved by extending the global path optimization algorithm of Thesis 1 by the ability of sharing the reservation of backup paths. The three approaches to be presented require different extensions of the original optimization algorithm as follows.

**Cut Down Maximums (CDM).** This approach is a postprocessing method, because its starting-point is a complete network configuration (e.g., calculated by [J1]), where both active and backup paths are specified, moreover reservations of backup paths are shared. The main difference between this novel heuristic and the similar published algorithms [27, 28] is that the rerouting of the active paths is allowed as well.

As it was mentioned, the particular allocation for backup paths on a particular edge $e_j$ is determined by the maximum value of column $j$ in the backup reservation matrix (BRM). The idea of CDM is the following: try to cut down the maximum value in a given column while the increase of other maximum values is not significant; in other words the sum of column maximums decreases. Thus, in the case of each successful cutdown the total network load decreases, which is the aim after all. In this way, the set of paths—that are initially not optimized for reservation sharing—can be modified afterwards in such a way that the resulting configuration would have a lower load value.

**Adaptive Method (AM).** The second approach does not require an initial configuration of paths but it starts from an “empty” network with unsatisfied traffic demands. The main feature of AM is a special, adaptive weight function. When routing the demands one after another BRM changes continuously and the applied weight function is based on the actual values of BRM. Thus, each particular path calculation can be adapted to the current network
situation, i.e., each traffic demand is routed _greedily_ resulting in its optimal placement in the actual network configuration.

The main purpose of the adaptive weight function is to keep the column maximums of BRM on a low level. This weight function is basically different for the active and backup paths of a given demand. The two ideas are the following:

- in the case of an active path, the weight of edge \( e_i \) is proportional to the average of relative backup reservations required in row \( i \): 
  \[
  w(e_i) \sim 1 + \frac{\sum_j B_{i,j} \cdot c(e_j)}{\sum_j c(e_j)}, \text{ and}
  \]
- in the case of a backup path, the weight of edge \( e_j \) is proportional to the average of relative backup reservations required corresponding to the active path: 
  \[
  w(e_j) \sim \frac{\sum_{i: e_i \in P^1_x} B_{i,j}}{|P^1_x| \cdot \max_i B_{i,j}},
  \]

where \( d_x \) is the actual demand.

The proportionality in the above weight functions means that the original weight function of the global path optimizer is multiplied by one of the expressions above depending on whether the calculated path is an active one or a backup one. The aim of the above weight functions is to direct the paths on edges the corresponding BRM element values of which are low, in this way the probability of a new, higher maximum value is reduced significantly.

**Iterative Method (IM).** The basic idea of IM is to iteratively recalculate all backup paths in the network. In this method two backup reservation matrices (BRMs) are distinguished. \( B_{\text{actual}} \) contains always \( B_{i,j} \) values corresponding the actual backup reservations, while \( B_{\text{stored}} \) shows a preserved state. Similarly to CDM, this method starts from an initial network configuration for which it stores the actual BRM \( (B_{\text{stored}} := B_{\text{actual}}) \) as the first step. Then in each iteration step it performs two operations: (i) it recalculates the backup paths based on \( B_{\text{stored}} \) with the help of the weight function of AM, which aims to avoid the links with relatively higher reservation values, and (ii) it combines the new BRM values with the previously stored values based on the expression 
  \[
  B_{\text{stored}} := W \cdot B_{\text{actual}} + (1 - W) \cdot B_{\text{stored}}.
  \]

During combination of the two matrices, the relative weight \( W \) of the new BRM is decreasing in each iteration cycle. This results in dynamic start of the algorithm, i.e., getting nearer to the optimum quickly. On the other hand, with the help of the increasing ratio of the stored BRM, the oscillation of the reservation values can be avoided.

**Combination of the Methods.** As the described three methods are based on different approaches, it is a natural idea to combine them in order to get a more effective method. Since AM begins from an empty network, it is practical to start with this procedure. Then, IM or CDM method can also be applied, or the combination of all three methods can be used.

**Thesis 2.2 Surviving Multiple Network Failures Using Shared Protection [D5.3]**

The one backup path based protection strategy—extensively studied in the literature—was designed for single failures, however, with the help of it multiple failures can also be survived in many cases. Although the backup reservation sharing leads to significantly more
economical capacity utilization, its drawback is that the degree of tolerance against more failures is reduced, too. However, as the size, integration, and complexity of the networks increase, multiple failures [32] become more probable during the operation of the system. Therefore, when serving mission-critical applications—mostly in networks having relatively higher link failure probability—this event has to be taken into consideration as well. The approach of protecting networks against double failures is not unknown in the networking area (see e.g., [33]), however, there is no practical solution in the literature. Therefore, a new method for protecting networks from any two simultaneous failures is introduced, in which three fully disjoint paths are specified for every traffic flow. Moreover, a novel shared protection strategy is proposed, which improves the fault tolerance already in case each traffic flow has only one backup path.

As it was mentioned the task of backup reservation matrix (BRM) is to store the necessary backup capacity values per edge. Preparing for single link failures (when connections have a single backup path) BRM contains $m^2$ rows indicating the possible link failures (assuming that a failure affects a link in both directions simultaneously). This case of shared protection is referred to as ‘SP1’ in the following investigations.

In order to prepare for double failures BRM was modified in such a way that a failure situation $i$ represents the simultaneous failure of two independent links (referred to as ‘SP2’) instead of a single link failure. Thus, the modified BRM has $\frac{m^2}{2} \cdot \left(\frac{m^2}{2} - 1\right)$ rows corresponding to the number of combinations of the two-failure cases. During the comparison of the investigated protection strategies, also the approaches where backup reservations are not shared are examined meaning dedicated protection (referred to as ‘DP’).

A promising idea is to apply SP2 reservation strategy already for the one backup path case, i.e., the network is tried to be prepared to survive double failures. This means that if two LSPs using disjoint active paths have a common link on their backup paths, then the backup reservation on this common link has to be enough to accommodate both traffic flows. However, when more than two disjoint active paths have a common link on the corresponding backup paths, the need for spare capacity can be reduced (compared to the non-shared case). In this way only those LSPs get interrupted the both paths of which are affected by the double failure.

**Generalization.** In order to prepare for a number of $f$ failures ($f > 2$) in general case, $f + 1$ disjoint paths have to be determined for each LSP demand. The advantage of the above-described novel shared protection strategy is that it can be extended to the case of any number of disjoint paths. However, increasing the number of backup paths, the calculation of paths as well as the sharing of protection capacity become much more difficult. Moreover, during the investigation of real backbone network topologies, it was found that calculating four (or more) disjoint paths between node pairs is impossible in many cases.

**Thesis 2.3 Performance Evaluation of the Proposed Shared Protection Methods [D4.4, D5.4]**

**New Methods for Efficient Utilization of Shared Protection.** During the investigation of the performance gain attainable by applying the proposed methods for efficient backup path
calculation, numerous simulation scenarios were performed on various network examples. The networks investigated were generated in the same manner as in Thesis 1.2.

Figure 2 shows the results of the different methods as well as the original global path optimization algorithm (SM) as reference. Combinations of IM are not included in the figure because they could not improve the capacity utilization of the best method in the combination. However, all the other methods can extend considerably the free network capacity, furthermore it was experienced that by combining the methods a higher degree of backup reservation sharing can be reached. Using AM is proposed since it improves network performance nearly to the highest degree, while its running time is at a low level. If time consumption is unimportant, even better network utilization can be reached by applying AM combined with CDM (AM+CDM). The proposed methods AM and AM+CDM were also compared to other published algorithms as well as reference method SM. Based on the performed comparisons, it has turned out that the proposed algorithms give significantly better solutions for the problem.

![Figure 2: Efficiency of the different backup path calculation methods using shared protection.](image)

**Surviving Multiple Network Failures Using Shared Protection.** In order to analyze the behavior of the various path protection strategies in multiple failure situations as well as to compare their efficiency thorough simulations were performed. To achieve tri-connected topologies for the investigation of the 2 backup path based protection strategies, after the topology generation a checking procedure is performed in order to verify that 3 disjoint paths exist between every node pair. If this checking fails, then another topology is generated and the checking is performed again.

The main results of these experiments can be found in Table 2 in which each piece of data represents an averaged value of 200 measurements. It shows the average and maximum values of capacity loss (traffic interruption compared to traffic demands) measured in case of 1, 2, and 3 failures as well as the spare capacity reservation in percentage for different network types (number of nodes/average nodal degree). It has turned out that the type of the topology influences the quality of the results significantly. In larger networks the same number of
Table 2: The spare capacity reservation (+ cap.) needed for the different shared protection strategies and average/maximum capacity loss [%] in case of 1, 2, and 3 failures.

<table>
<thead>
<tr>
<th>net type</th>
<th>measure</th>
<th>no backup path</th>
<th>1 backup path</th>
<th>2 backup paths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>SP1</td>
<td>SP2</td>
</tr>
<tr>
<td>20/</td>
<td>+ cap.</td>
<td>0%</td>
<td>136%</td>
<td>53%</td>
</tr>
<tr>
<td>1 failure</td>
<td></td>
<td>4.33/10.1</td>
<td>0.0/0.0</td>
<td>0.0/0.0</td>
</tr>
<tr>
<td>2 failures</td>
<td></td>
<td>8.73/18.7</td>
<td>0.14/6.06</td>
<td>0.31/7.82</td>
</tr>
<tr>
<td>3 failures</td>
<td></td>
<td>12.9/26.2</td>
<td>0.4/11.0</td>
<td>0.87/13.8</td>
</tr>
<tr>
<td>20/</td>
<td>+ cap.</td>
<td>0%</td>
<td>147%</td>
<td>61%</td>
</tr>
<tr>
<td>1 failure</td>
<td></td>
<td>6.83/15.1</td>
<td>0.0/0.00</td>
<td>0.0/0.00</td>
</tr>
<tr>
<td>2 failures</td>
<td></td>
<td>13.4/27.1</td>
<td>0.38/11.2</td>
<td>0.63/13.8</td>
</tr>
<tr>
<td>3 failures</td>
<td></td>
<td>19.6/37.1</td>
<td>1.09/20.5</td>
<td>1.73/24.5</td>
</tr>
<tr>
<td>50/</td>
<td>+ cap.</td>
<td>0%</td>
<td>132%</td>
<td>45%</td>
</tr>
<tr>
<td>1 failure</td>
<td></td>
<td>2.61/7.49</td>
<td>0.0/0.00</td>
<td>0.0/0.00</td>
</tr>
<tr>
<td>2 failures</td>
<td></td>
<td>5.18/14.1</td>
<td>0.05/3.62</td>
<td>0.09/4.97</td>
</tr>
<tr>
<td>3 failures</td>
<td></td>
<td>7.70/20.0</td>
<td>0.14/7.17</td>
<td>0.26/9.23</td>
</tr>
<tr>
<td>50/</td>
<td>+ cap.</td>
<td>0%</td>
<td>130%</td>
<td>47%</td>
</tr>
<tr>
<td>1 failure</td>
<td></td>
<td>4.44/12.2</td>
<td>0.0/0.00</td>
<td>0.0/0.00</td>
</tr>
<tr>
<td>2 failures</td>
<td></td>
<td>8.70/21.3</td>
<td>0.15/7.05</td>
<td>0.25/8.65</td>
</tr>
<tr>
<td>3 failures</td>
<td></td>
<td>12.7/29.5</td>
<td>0.43/13.8</td>
<td>0.70/16.3</td>
</tr>
</tbody>
</table>

Thesis 3 Reroute Sequence Planning [C2, C4, J3]

In heavily loaded MPLS networks successive on-demand LSP establishment and deallocation actions may result in a set of LSPs where some paths are not the shortest possible ones, leading to poor resource utilization compared to the optimal state. Thus, global LSP optimization is proposed at certain time intervals (e.g., daily, weekly) to improve network performance, e.g., with the help of the algorithm proposed in Thesis 1. To avoid the interruption of traffic through the LSPs during the rerouting from the old to the new paths, the rerouting of an LSP should be performed using the make-before-break concept that involves the following steps. First, the new path of the LSP is established while the traffic is still carried on the old path, then the traffic is switched to the new path, finally the old path is torn down. During this operation (while changing the old paths to the new ones according to a sequence) a problem simultaneous failures caused lower capacity loss. The second observation was that the average nodal degree is in inverse proportion to the performance of the capacity sharing. Moreover, also the distribution of the degree of nodes affects the failure tolerance ability, mainly the maximum capacity loss values. Applying the novel shared protection strategy (SP2) for the one backup path case, the reduction in failure tolerance caused by sharing the backup reservations can be avoided. The price of this improvement is about 30% extra capacity compared to the SP1 case, however, the needed capacity is still far below the DP case. Increasing the number of backup paths from 1 to 2, the capacity loss can be eliminated in case of 2 simultaneous failures, moreover also the resistance against 3 failures can be significantly improved, i.e., the average capacity loss values are reduced by more than one order of magnitude in general compared to the one backup path case. On the other hand, the capacity reservation using shared protection remains below the reservation of the 2-path/non shared scheme in most cases.
may occur, namely, some of the LSPs may not be reroutable to their new paths as there might not be enough bandwidth on some links of these paths, in this way rerouting of these LSPs would cause capacity violation. Therefore, such a reroute sequence should be planned before the rerouting action is carried out that the rerouting of the LSPs in the calculated sequence would be feasible, i.e., it would not exceed any bandwidth threshold. This reroute sequence planning (RSP) procedure can be realized as a new function of the traffic engineering tool that performs the global path optimization. In [34] it was shown that the reconfiguration of 1000 LSPs takes less than 10 seconds, while the maximal number of LSPs to be rerouted was about 100 after the global path optimization during the preliminary tests. Although the rerouting action takes few time, it must be ensured that the routing configuration does not change during this time for the sake of consistency. Since RSVP-TE has the capability of dynamically reroute the established LSPs [3], this feature should be disabled if RSVP-TE is used for signaling LSPs. The RSP is a new problem in the networking area, thus it has no precedents in the literature.

**Thesis 3.1 Problem Formulation of Reroute Sequence Planning [D6.2]**

The problem of reroute sequence planning was introduced in [C2], for which now two equivalent formulations are given. This problem is NP-complete, which can be proven by reduction to the well-known partition problem.

**Graph Based Formulation.** Let the MPLS network be represented by the directed graph $G(V,E)$ having the $n$-element set of vertices $V$ and the $m$-element set of directed edges $E \subseteq \{(u,v) : u,v \in V, (u \neq v)\}$ corresponding to the nodes and links, respectively. The set of edges is endowed with a non-negative edge capacity function $c : E \rightarrow \mathbb{R}^+$ representing the total reservable bandwidth values of the links. A directed path $P$ with source node $s$ and target node $t$ is defined as a sequence of $x$ edges $\{e_1 = (s,u_1), e_2 = (u_1,u_2), \ldots, e_x = (u_{x-1},t)\}$. Let the structure of an LSP $l_i$ be described by $(s_i,t_i,b_i,P_i,Q_i)$, where $P_i$ and $Q_i$ are the old and new paths, both having source node $s_i$, target node $t_i$, and required transmission bandwidth $b_i$. Note that the presence of LSPs having backup paths does not modify the problem, however, in this case the paths $(P$ and $Q)$ corresponding to the LSPs should contain the edges of both the active paths and the backup paths.

In order to define the problem, the $k$-element set of LSPs $\mathcal{L} = \{l_i : 1 \leq i \leq k\}$ is given, and $L_i$ is introduced representing the reserved capacities on the edges after the $i^{th}$ rerouting action.

It is assumed that the system of the old paths with the corresponding capacities is feasible as well as the system of the new paths, i.e., for each edge the given edge capacity $c(e)$ is not violated by the paths using that edge: $L_0(e) = \sum_{i:e/P_i} b_i \leq c(e)$ and $L_k(e) = \sum_{i:e/Q_i} b_i \leq c(e), \forall e \in E$. It is also supposed that $P_i \neq Q_j (1 \leq i \leq k)$ as LSPs with unchanged paths can be eliminated and the corresponding edge capacities can be decreased with the result that the equivalent problem without unchanged LSPs is obtained.

The goal in the RSP problem is to determine a reroute sequence (a permutation) $\pi = \{\pi_1,\pi_2, \ldots, \pi_k : \pi_i \in \{1,2,\ldots,k\}, i \neq j \Rightarrow \pi_i \neq \pi_j\}$ of LSPs that enables the LSP rerouting without exceeding the capacity constraints, i.e., $\sum_{i:e\in Q_{\pi_j},i\leq j} b_{\pi_i} + \sum_{i:e\in P_{\pi_j},i\geq j} b_{\pi_i} \leq c(e), \forall e \notin P_{\pi_j} \cap Q_{\pi_j}, 1 \leq j \leq k$, and $\sum_{i:e\in Q_{\pi_j},i\leq j} b_{\pi_i} + \sum_{i:e\in P_{\pi_j},i\geq j} b_{\pi_i} - b_{\pi_j} \leq c(e), \forall e \in P_{\pi_j} \cap Q_{\pi_j}, 1 \leq j \leq k$. As one can see, the capacity constraint expression depends on whether $e \in P_{\pi_j} \cap Q_{\pi_j}$.
holds, because the common edges of the old and new paths of an LSP should not be reserved twice during the rerouting [35]. As the solution of the problem, the first LSP to be rerouted will be \( l_{\pi_1} \), the \( i \)th one will be \( l_{\pi_i} \), and the last one will be \( l_{\pi_k} \).

**Vector Based Formulation.** The RSP problem is related to discrepancy theory [36] in the following way. Let \( p_i \) and \( q_i \) be the incidence vectors—both having \( m \) elements—of paths \( P_i \) and \( Q_i \), respectively (\( p_i(e) = 1 \) if \( e \in P_i \), otherwise \( p_i(e) = 0 \)). Consequently, the rerouting of LSP \( l_i \) corresponds to the vector \( y_i = b_i \cdot q_i - b_i \cdot p_i \) where each vector component represents the net change of capacity reservations. Therefore, defining the initial vector \( L_0(\leq c) \) representing the initial capacity reservations in the network, and the set of vectors \( \{ y_i : 1 \leq i \leq k \} \) of vectors \( y_i \) so that their partial sums never exceed \( c \) for any vector component, i.e., the edge capacities are not violated at any point during the rerouting process. Formally, find a permutation \( \pi \) = \( \{ \pi_1, \pi_2, \ldots , \pi_k \} \) of \( 1, 2, \ldots , k \) so that

\[
L_0(e) + \sum_{i=1}^{j} y_{\pi_i}(e) \leq c(e) \quad \forall e \in E, 1 \leq j \leq k.
\]  

(4)

**Thesis 3.2 Algorithms for Solving the Reroute Sequence Planning Problem [D6.4]**

Heuristic algorithms are proposed for solving the RSP problem, which are based on an iteration in which one LSP is selected and then rerouted in each step. Note that term ‘rerouting’ in the algorithm descriptions does not mean real LSP reconfiguration in the MPLS network but a modification on the graph representation; the real rerouting action takes place after the termination of the algorithms based on the resulting sequence. An algorithm terminates when all LSPs have been selected, therefore the reroute sequence is built up one by one greedily. The key element is the selection of the LSP to be actually rerouted, which is the base of the difference between the algorithms. It is a common feature of these approaches that the selection is based on reroutable LSPs if there is any, otherwise such an LSP is selected the rerouting of which violates some of the edge capacities, however, the violation is aimed to be kept at a low level. The algorithms assign a greedy utility value \( o_i \) to each LSP \( l_i \) to be rerouted in each step of the iteration, and the chosen LSP is the one that has actually the greatest greedy utility value. The different algorithms assign the greedy utility values \( o_i \) for the candidate LSPs as follows.

**Random Sorting (RS).** RS selects the LSPs randomly: \( o_i \) is a random real number taken from the \([0,1)\) interval. This is a very simple method, but it is quick and provides a good benchmark for comparisons, moreover the assignment of \( o_i \) can be done in constant time.

**Minimal Violation (MV).** MV is the simplest greedy method. It calculates for each non-rerouted LSP \( l_i \) the greatest capacity violation on its new edges (that are distinct from every old edge) if it is rerouted: \( o_i = - \max_{e \in Q_i \setminus P_i} \{ b_i + r(e) - c(e) \} \) where \( r(e) \) is the actual reserved capacity on edge \( e \). If some edges would be violated in case of rerouting LSP \( l_i \), \( o_i < 0 \), otherwise \( o_i \geq 0 \). The idea behind this ranking is to decrease the minimal free capacity on the edges in the slightest degree possible or in case of inevitable capacity excess, to cause a minimal amount of violation of the edge capacities.
Maximal Freeing (MF). MF uses a capacity value \( a(e) \) to be routed for each edge \( e \), i.e., the summed bandwidth of such LSPs that has to be allocated to the given edge in the subsequent rerouting steps. Formally, \( a(e) = \sum_{j \in Q_j \setminus P_j} b_j \) for all \( j \) where \( l_j \) is not rerouted yet. In this case, the value of \( o_i \) represents the total amount of capacity that is to be freed on the old edges of \( l_i \) for the subsequent LSP reroutings: \( o_i = \sum_{e \in P_i \setminus Q_i} \{ a(e) - c(e) + r(e) \} \).

The idea of this rule is to prefer those LSPs at the selection which contain edges (in their old paths) that are present in the new paths of many non-rerouted LSPs and have relatively low actual free capacities.

Most Reroutable (MR). In the case of MR \( o_i \) is calculated to represent the number of LSPs that can be rerouted without capacity violation after the successful rerouting of LSP \( l_i \). Using this approach after selecting an LSP, in the next step the algorithm can select from the maximal number of reroutable LSPs. In this case more than one LSP may have the same greatest value \( o_i \), consequently the utility value is modified in the following way: the value of \( o_i \) is decreased by the summed ratio of the number of non-reroutable edges and the total number of edges to be rerouted for all non-rerouted LSPs after \( l_i \) has been rerouted. The important benefit of this approach is that it considers the following rerouting step. On the other hand, it has relatively larger computational complexity compared to the previous algorithms, thus its application is more time consuming.

Enhancements. The enhancements of the above-described greedy algorithms are based on the following fact. The normal RSP problem—rerouting LSPs from paths \( P \) to \( Q \)—is equivalent to the reverse problem when the task is to reroute every LSP \( l_i \) from path \( Q_i \) to \( P_i \), and the initial and final capacity reservations are inverted. The reason for this is the following: if there is a feasible sequence for the reverse problem, the reverse sequence is an appropriate solution for the normal problem and this is true inversely. Based on this, three improvements of the above described greedy algorithms are presented resulting in three new variants of each algorithm.

1. The simplest improvement is trying to solve both the normal and the reverse problems. First, the easier problem is considered, which is generally rerouting from that starting state where the total free capacity is less—this is typical in real situations because the goal of path optimization is to increase the total free capacity in the network.

2. In the second variant of the algorithms the sequence is built up from both ends, i.e., LSPs to be rerouted are coming from the solution steps of the normal and reverse problems, alternately.

3. The most complex modification is using backtracking in the algorithms. The algorithm starts and if it gets stuck, i.e., there is no LSP to be rerouted without capacity violations, it deletes a part of the latest inserted LSPs from the sequence (and reroutes the LSPs to their old paths) and continues with the reverse problem. If it gets stuck again it steps back again and changes direction. To avoid infinite loops: at every back-step phase fewer LSPs are deleted from the sequence than the number of LSPs rerouted in the previous phase. In the current implementation the ratio of deleted LSPs from the sequence and
inserted LSPs in the last phase is set to 95% (that value was determined by a fine-tuning process).

**Alternative Solutions.** During the investigations it has turned out that there are network situations for which feasible solutions cannot be found by the enhancements of the above-described algorithms. In these cases there are two possible approaches to follow: (i) concluding that there is no solution and the LSPs cannot be reconfigured to their new improved paths, or (ii) trying to reconfigure LSPs while allowing some interruption or degradation of traffic during the rerouting process. Following the latter case, first such a reroute sequence is determined that can violate some capacity constraints and then the violations are eliminated by one of the following methods.

- The *interrupting* method allows some LSPs to be interrupted during the rerouting process. After planning the reroute sequence some LSPs are selected so that the summed bandwidth values on their old links cover all the bandwidth excess. The reconfiguration procedure should be started with the deallocation of these selected LSPs and then the rerouting of the LSPs should be performed based on the planned sequence.

- The *shrinking* method decreases the reserved bandwidth of the LSPs during the rerouting process. This results in temporary service degradation but in fortunate cases this amount of degradation is so small that the network users do not perceive it. In this method the reroute sequence planning is the first step again. After this step the bandwidth reservations of the LSPs are decreased so that all violations would be eliminated. In the simplest case the bandwidth values are decreased uniformly: the original values are multiplied by $1/(1 + x)$, where $x$ is the maximal violation (defined precisely in the next section). Then the rerouting action follows, finally the bandwidth values are restored.

**Thesis 3.3 Performance Evaluation of Reroute Sequence Planning Heuristics [D6.5]**

The performance evaluation of the reroute sequence planning algorithms was performed on randomly created traffic situations of real topologies with the help of simulation. Since it was aspired to produce difficult but solvable test instances, after creating an initial network configuration the total capacity of every edge was set to its reserved capacity, i.e., the free capacities of the edges were zero. Then previously defined number of LSPs were reconfigured to new paths one by one so that if the reconfiguration would violate any capacity constraint, the capacity of the edges were increased by the minimally necessary value. In this way “tight” problem instances were generated for which the solutions were available. 1000 problem instances were examined for which the number of nodes, the average nodal degree, and the number of LSPs to be rerouted was taken randomly from the intervals of $[10,50]$, $[3,6]$, and $[10,200]$, respectively. Four metrics were defined to compare the different methods, the calculations of which needed the notation of edge violations during the reroute sequence planning:

- *success probability*: the ratio of the number of cases without capacity violations to the total number of examined test instances,

- *maximal violation*: the greatest edge violation during the rerouting process compared to the total capacity of the edge,
• **edge violation ratio:** the ratio of the number of violated edges to the total number of edges ($m$),

• **capacity violation ratio:** the summed absolute values of maximal edge capacity violations compared to the total capacity in the network ($\sum_{e \in E} c(e)$).

During the investigations the methods were compared also to the completely Random Order (RO) reference, which differs from RS as it can select from LSPs that are not reroutable without violations also in the case when there are reroutable LSPs.

Consider Table 3, in which the results of the base algorithms (without enhancements) for each metric are shown. It is surprising that the success probability of RO is nearly zero, roughly speaking it could not succeed in solving any of the problem instances. On the other hand, RS—which is a modified version of RO—solved more than the half of the instances. It has also turned out that MR is significantly better than the other greedy approaches in terms of any metric. The reason of this could be the fact that it considers the upcoming rerouting step. Methods RS, MV, and MF gave nearly the same result but surprisingly RS was the best in terms of success probability and edge violation ratio. MV was the best among the three algorithms in terms of maximal violation and capacity violation ratio, and MF was the worst at all. However, it is important to note that these results depend on the instance generation to a great extent and in another context the algorithms might perform differently.

<table>
<thead>
<tr>
<th>algorithm</th>
<th>success probability</th>
<th>maximal violation</th>
<th>edge violation ratio</th>
<th>capacity violation ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>RO</td>
<td>0.1</td>
<td>38.29</td>
<td>27.23</td>
<td>1.7224</td>
</tr>
<tr>
<td>RS</td>
<td>55.0</td>
<td>3.95</td>
<td>1.12</td>
<td>0.0419</td>
</tr>
<tr>
<td>MV</td>
<td>51.6</td>
<td>1.72</td>
<td>1.34</td>
<td>0.0239</td>
</tr>
<tr>
<td>MF</td>
<td>50.4</td>
<td>5.93</td>
<td>1.53</td>
<td>0.0572</td>
</tr>
<tr>
<td>MR</td>
<td>81.8</td>
<td>1.50</td>
<td>0.37</td>
<td>0.0044</td>
</tr>
</tbody>
</table>

Table 3: Results of the reroute sequence planning base algorithms based on the four defined metrics [%].

Table 4 shows the success probabilities of the different enhanced heuristic algorithms. Some combinations of the enhancements are also included, which means that both enhancements were applied to the problem instances. However, it was unnecessary to combine the first and third enhancements because if the third one cannot solve the problem, the first one cannot solve it either, due to the fact that the third enhancement is an extension of the first one. The second enhancements of the algorithms gave the worst results because for examined tight examples it was better to build up the reroute sequence by solving the easier problem than switching between the normal and reverse ones. The third enhancement improved the probability of success significantly, and there were only a few test instances that could be solved by the second enhancement but not by the third one (compare columns ‘3’ and ‘2+3’).
In the previous theses it was shown that using MPLS-TE the LSPs can be given explicitly and can be reconfigured while the network operates. The use of reconfigurations according to the daily and/or weekly traffic changes is called capacity management as recommended by the Telecommunication Standardization Sector of International Telecommunication Union (ITU-T) [37]. An approach of capacity management is multi-hour design that takes the ability of rerouting of LSPs into account already at the network design phase. Using this kind of network design the periodic change of traffic in space as well as in time can be handled efficiently. Thus, the network should not be dimensioned for the case when the traffic volumes are maximal between each source-destination pair but the time scale should be divided into several intervals and different traffic demand sets can be assigned to the intervals. Therefore, the capacity need may be smaller, i.e., money can be saved at the network installation.

Similar problem for ATM networks was already discussed in the literature. In [38] the problem is divided into three sub-problems and during the iterative solution two of them are considered as static at one time. Medhi has several methods [39, 40, 41] for the problem, moreover he also investigated the issue of protection. However, the previous approaches do not use stepwise cost functions and/or they restrict the paths between node pairs to pre-determined path sets. Therefore, it is useful to construct a novel multi-hour network design algorithm that can exploit the specialties of stepwise cost functions and can select optional paths between the node pairs.

Thesis 4.1 A Novel Algorithm for Multi-Hour Core Network Design [D7.3]

A novel algorithm is proposed for multi-hour network design. The proposed multi-hour core network design algorithm CND$_{MH}$ has the same three phases as its single-hour design version CND presented in [C5]. The particular phases are extended according to the more complex problem implied by the more sets of traffic demands corresponding to the different time intervals. The first phase is the initial capacity estimation that estimates the approximate capacity needs. Then the iterative routing optimization follows, the task of which is to provide a feasible network configuration using the output of the first step. The last phase called posterior capacity refinement serves for finalizing the actual network configuration to achieve a cheaper solution. The second phase is the main phase that provides a valid solution for the problem, while the use of the first and third phases is optional, however, it is worth using them as they contribute significantly to the quality of the solution. It is also important that in the

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Enhancement</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>1+2</th>
<th>2+3</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS</td>
<td>55.0</td>
<td>22.2</td>
<td>76.4</td>
<td>59.0</td>
<td>77.3</td>
<td></td>
</tr>
<tr>
<td>MV</td>
<td>51.6</td>
<td>19.7</td>
<td>63.4</td>
<td>53.3</td>
<td>63.5</td>
<td></td>
</tr>
<tr>
<td>MF</td>
<td>50.4</td>
<td>26.2</td>
<td>71.1</td>
<td>55.0</td>
<td>71.4</td>
<td></td>
</tr>
<tr>
<td>MR</td>
<td>81.8</td>
<td>75.7</td>
<td>92.1</td>
<td>88.3</td>
<td>92.6</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Success probability values of the different variants of the reroute sequence planning algorithms [%].
special case when the number of time intervals equals to 1 all phases of CND\textsuperscript{MH} operate in the same way as their single-hour versions.

**Initial Capacity Estimation (ICE\textsuperscript{MH}).** The goal of ICE\textsuperscript{MH} is to foresee the necessary capacities of network devices by analyzing the sets of traffic demands. This phase provides a partially dimensioned network for the next phase, therefore the remaining tasks are to finish dimensioning of the devices and route the sets of traffic demands corresponding to the different time intervals. Although ICE\textsuperscript{MH} does not give a feasible solution, it specifies a good starting state based on a global view of the problem instance.

The operation of ICE\textsuperscript{MH} is based on the routing of traffic demands one by one in random order. All traffic demand sets are routed a predefined number of rounds using shortest path routing. It is assumed that if all the random routing needed a certain amount of capacity on a particular device, then it is probable that also the optimal routing needs that much capacity. Therefore, the capacity values of the devices are specified in such way that they get the lowest value of the arising ones in the above accommodations.

**Iterative Routing Optimization (IRO\textsuperscript{MH}).** IRO\textsuperscript{MH} is the main phase of the algorithm, i.e., it can provide a full solution for the problem without the use of the first and/or the third phases. The base of this phase is an algorithm that is capable to route a given set of traffic demands in a capacitated graph. In this paper the algorithm proposed in Thesis 1 is used, which performs well in terms of feasibility, namely, it is very probable that it finds a solution for a given problem instance provided that a solution exists. However, the routing optimizer applied can be substituted by any other one.

IRO\textsuperscript{MH} is based on an iteration having two steps. In the first step the traffic demand sets are tried to be routed in the graph while taking the actual capacity constraints into account. If the algorithm terminates with success for all traffic demand sets, then IRO\textsuperscript{MH} terminates. Otherwise, in the second step the capacity of a particular device is increased by one capacity step, and the first step follows again. The selection of the device to be enlarged is done by routing the rest of the traffic demands without capacity constraints for each time interval and then the device having the maximal capacity violation is chosen.

**Posterior Capacity Refinement (PCR\textsuperscript{MH}).** Although a feasible solution is available after the IRO\textsuperscript{MH} phase, this result can be improved with the help of PCR\textsuperscript{MH}. This phase is based on a local search procedure, i.e., the process concentrates only on one part of the network at one time. The idea behind PCR\textsuperscript{MH} is to reduce the capacity of devices that have a low relative step utilization value. The relative step utilization refers to the ratio of necessary and total capacity values on the actual capacity step (that corresponds to the actual device cost).

PCR\textsuperscript{MH} starts with the sorting of the devices by their relative step utilizations—that are averaged for the different time intervals—and then the first device is chosen. The capacity of the actual device is decreased by one step and the sets of traffic demands are tried to be routed by IRO\textsuperscript{MH} in these tighter capacity conditions. If all sets can be routed without cost increase, then PCR\textsuperscript{MH} restarts, otherwise the capacity of the current device is reset and the next device is tried to be shrunk. After the last device is tried to be shrunk without success PCR\textsuperscript{MH} terminates.
Thesis 4.2 Performance Evaluation of the Proposed Network Designer Algorithm

The performance of the novel algorithm was investigated with the help of simulations. Various size random networks as well as real world (a European and a USA) topologies were considered. The main characteristic of the multi-hour design problem is that the bandwidth demand of traffic flows between node pairs is varying in time. In order to create more traffic demand sets a new demand generation procedure was introduced. The network topology was divided into certain number of regions. In a particular time interval each region was matched with exactly one other region. One part of the sum outgoing traffic of a given region specified by parameter $\Delta$ flowed towards its dedicated region pair, while the remaining part of traffic was distributed evenly among all regions (including itself as well as its region pair). In this way, $\Delta = 0$ means that there was no extra traffic between the specified region pairs and $\Delta = 100\%$ refers to the case when the total traffic flowed between the specified region pairs. When calculating the traffic demands for a given time interval the original traffic generation method detailed in [C5] was used as first step, then the values for a given region were scaled based on parameter $\Delta$ so that the sum of traffic did not change. The difference between time intervals was based on the varying matching of regions.

In order to get a reliable picture, various traffic situations were tested starting from the evenly distributed one ($\Delta = 0\%$) up to the fully polarized one ($\Delta = 100\%$). Two simple algorithms—based on simple extensions of the original single-hour design algorithm CND—were introduced as reference. The traffic bandwidth maximizer algorithm (TBM) designs the network for the maximal arising demands between the node pairs using CND, while the link capacity maximizer algorithm (LCM) designs separate networks for each time interval using CND and then it determines the maximal capacity values from the resulted networks for each device.

Table 5 shows the total network costs (as percentages of the best solutions) as well as the running time values (that were measured on a personal computer of average performance) for the different network sizes/types. Generally, the new proposal outperformed the reference algorithms. As exceptional situations, in the case of evenly distributed traffic combined with larger networks the performance of the new algorithm sometimes fell behind, compared to reference algorithm TBM. However, this does not contradict the expectations since multi-hour design makes sense when significant difference can be observed between the traffic distributions of various time intervals. The running time of algorithms can be considered moderate also in case of larger networks, regarding that they solve off-line network design task. In summary, the proposed multi-hour design algorithm can provide economical solutions with acceptable running times for the examined network situations.

5 Application of the Results

All my research work was performed as part of Ericsson Research and Ericsson Business Unit projects. The algorithms of Theses 1–3 can be used as functions of a complex traffic engineering tool in MPLS networks. The global path optimizer in Thesis 1 and the reroute sequence planning heuristics of Thesis 3 are already implemented in an IP management tool of Ericsson.
The novel shared protection approaches in Thesis 2 could be used by network operators in the near future when enabled by network technologies. The multi-hour core network designer in Thesis 4 was initiated within the IKTA-0092/2002 project of the Hungarian Ministry of Education, which is a research co-operation of Ericsson Hungary Ltd., Budapest University of Technology and Economics, and Kovax 95 Ltd. Due to its realistic cost model and good performance, it can be applied to real network design tasks.
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