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# List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAL</td>
<td>ATM Adaptation Layer</td>
</tr>
<tr>
<td>ATM</td>
<td>Asynchronous Transfer Mode</td>
</tr>
<tr>
<td>CAC</td>
<td>Call (or Connection) Admission Control</td>
</tr>
<tr>
<td>CBR</td>
<td>Constant Bit Rate</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>CID</td>
<td>Connection Identifier</td>
</tr>
<tr>
<td>CLR</td>
<td>Cell Loss Ratio</td>
</tr>
<tr>
<td>CN</td>
<td>Core Network</td>
</tr>
<tr>
<td>DHO</td>
<td>Diversity Handover unit</td>
</tr>
<tr>
<td>FIFO</td>
<td>First In First Out</td>
</tr>
<tr>
<td>FDDI</td>
<td>Fiber Distributed Data Interface</td>
</tr>
<tr>
<td>FTP</td>
<td>File Transfer Protocol</td>
</tr>
<tr>
<td>GSM</td>
<td>Global System for Mobile</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
</tr>
<tr>
<td>IDC</td>
<td>Index of Dispersion of Counts</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>ITU–T</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>Iub</td>
<td>The name of the interface between a base station and a radio network controller in UTRAN</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>LRD</td>
<td>Long-Range Dependent</td>
</tr>
<tr>
<td>MAC</td>
<td>Medium Access Control</td>
</tr>
<tr>
<td>PCR</td>
<td>Peak Cell Rate</td>
</tr>
<tr>
<td>PSTN</td>
<td>Public Switched Telephone Network</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>RAB</td>
<td>Radio Access Bearer</td>
</tr>
<tr>
<td>RLC</td>
<td>Radio Link Control</td>
</tr>
<tr>
<td>RMD</td>
<td>Resource Management in Diffserv</td>
</tr>
<tr>
<td>RNC</td>
<td>Radio Network Controller</td>
</tr>
<tr>
<td>RSVP</td>
<td>Resource reSerVation Protocol</td>
</tr>
<tr>
<td>SHR</td>
<td>Soft Handover Region</td>
</tr>
<tr>
<td>SRD</td>
<td>Short-Range Dependent</td>
</tr>
<tr>
<td>TTI</td>
<td>Transmission Time Interval</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------------------------------</td>
</tr>
<tr>
<td>UBR</td>
<td>Unspecified Bit Rate</td>
</tr>
<tr>
<td>UE</td>
<td>User Equipment</td>
</tr>
<tr>
<td>UMTS</td>
<td>Universal Mobile Telecommunications System</td>
</tr>
<tr>
<td>UTRAN</td>
<td>UMTS Terrestrial Radio Access Network</td>
</tr>
<tr>
<td>VC</td>
<td>Virtual Channel</td>
</tr>
<tr>
<td>VCH</td>
<td>Virtual Channel Handler</td>
</tr>
<tr>
<td>VCI</td>
<td>Virtual Channel Identifier</td>
</tr>
<tr>
<td>VP</td>
<td>Virtual Path</td>
</tr>
<tr>
<td>VPI</td>
<td>Virtual Path Identifier</td>
</tr>
<tr>
<td>WCDMA</td>
<td>Wideband Code Division Multiple Access</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

As the development of packet switched network infrastructures advances, managing the resources of these networks becomes inevitable. Resource management in packet switched networks differs substantially from that of traditional telephone networks, because a wide range of applications and services with diverse traffic characteristics and quality of service (QoS) requirements have to be transported. The task of resource management typically includes the solution of a complex optimization problem: the fraction of packets that get lost or suffer from unacceptable delays must be kept below a given threshold, while the amount of used resources should be minimized.

In the 80s and 90s, the ATM (Asynchronous Transfer Mode) technology was developed to cope with the new requirements on resource management. ATM has been equipped with the basic tools of resource management, such as resource allocation and service differentiation, for example [1]. On the other hand, the dramatic growth of the Internet in the late 90s made it clear, that developing a general framework of QoS support and resource management for the Internet can result in a more widely used option of multi-service networking.

Although the original goal of ATM, namely to provide a global, multi-service network, did not prove to be viable, ATM is used in the transport infrastructures of backbone networks. One example is the landline transport network of UMTS [2, 3] (Universal Mobile Telecommunication System). UMTS may be regarded as the future successor of today’s GSM (Global System for Mobile): the objective with UMTS is to enhance the capabilities of current cellular systems to be able to deliver high quality multimedia content, to become connected to the Internet, etc. [4, 5]. WCDMA (Wideband Code Division Multiple Access) [6] is the radio interface of UMTS. WCDMA essentially operates with so called radio access bearers (RAB), which are basically packet switched radio connections with dedicated resources. Due to requirements of user mobility and radio interface timing, the major QoS requirements on these connections are fast connection set-up and low packet
delay, respectively. To support the bandwidth efficient transmission of low bit-rate, delay-sensitive applications (typically conversational voice over an ATM network), ITU-T has standardized a new ATM Adaptation Layer, AAL2 [7, 8, 9]. Also fast AAL2 connection set-up has been an important goal of AAL2 protocol design, therefore the ATM/AAL2 infrastructure is a suitable transmission technology for the UMTS Terrestrial Radio Access Network (UTRAN) [10, 11]. The IP based transport infrastructure of UTRAN is currently being specified in 3GPP [12].

The objective of this dissertation is to give answers and solutions to three resource management problems: (1) connection admission control in UTRAN transport networks, (2) mobility and traffic analysis in WCDMA systems, and (3) real-time bandwidth control in ATM backbone networks. These problems are motivated by the following practical tasks:

(1) Each network manufacturer developing transmission infrastructure for UTRAN must solve the problem of connection admission control for both the ATM/AAL2 and the IP based transport options. Admission control algorithms are used in communication systems to check whether a newly arriving connection (of known traffic demand and QoS requirements) can be served by a shared resource such that the QoS requirements of all connections using that resource can be satisfied.

(2) To estimate the traffic load on UTRAN transport links (e.g., for dimensioning), a connection-oriented model of the system is needed that takes into account the effects of user mobility and the multiple connection rates. In WCDMA, a large amount of traffic (both user plane traffic and signaling) is generated as a consequence of soft handovers for dedicated connections. Therefore, the connection-level model must handle soft handovers.

(3) In order to efficiently ensure that strict ATM cell-level QoS requirements are met in an ATM backbone network, the cell loss ratio (CLR) should be monitored on-line, and bandwidth control should be applied to keep the CLR under a pre-defined value.

Outline of the dissertation

Chapter 2 deals with connection admission control (CAC) in UTRAN. We focus on the transport links connecting base stations and radio network controllers (i.e., on the Iub interface), because here packet delay and loss requirements are strict and the amount of transmission resources is relatively low. The CAC algorithm on the Iub interface can be parameter-based (no measurements are done), because the traffic on the Iub interface is shaped such that it can be characterized by a few parameters with sufficient accuracy. The method presented in this Chapter is fast, and it is able to satisfy QoS requirements at high system utilization.
In Chapter 3, a connection-level traffic and mobility model for cellular systems, presented originally in [13] for systems with hard handover (for example GSM), is extended for WCDMA systems, which use soft handover. Soft handover means that a mobile terminal can communicate with more than one base station at the same time.

To model soft handover, we consider overlapping cells in the model, and allow that mobiles moving in a road system can connect to more base stations in overlapping areas. We assume that cell borders divide the analyzed area into soft handover regions (SHR). Closed form solutions of the connection arrival rate and the residence time in an SHR are given and the relations between these parameters are derived. It is shown how these parameters can be used to estimate inter-RNC (radio network controller) traffic, which is a consequence of soft handover, and would not be present if hard handover were used. Then, the probability distribution of the channel occupancy time in a cell is given. By assigning capacity to each cell, we obtain the blocking probability and the offered traffic load on each cell in each connection class by applying a recursive method.

It has been the primary goal of this work to develop an analytic tool for estimating the traffic load on UTRAN transport links. Particularly, the inter-RNC traffic is difficult to estimate, since it strongly depends on user mobility.

Chapter 4 considers an on-line, measurement based Virtual Path (VP) bandwidth control algorithm. In ATM, traffic flows are typically multiplexed into VPs with deterministic (constant bit rate - CBR) bandwidth allocation. We consider traffic flows, for which admission control is not able to guarantee packet-level QoS (i.e., UBR - unspecified bit rate or in other words “best-effort” traffic flows). The VP bandwidth control algorithm dynamically allocates VP bandwidth according to variations in traffic demand.

Measurements are used, because the traffic pattern is rather complex, and an appropriate parametric model is difficult to identify (if possible at all). Furthermore, statistical analysis of a large number of traffic traces taken from a variety of networking environments revealed that the traffic variations are dominant over a wide range of time scales [14, 15]. These variations can be described using the concepts of long-range dependence (LRD) and self-similarity [16, 17]. The presence of LRD in the traffic has a strong impact on queuing behavior [18, 19, 20].

We determine the packet loss performance using periodic buffer measurements, which are valid irrespectively of the presence of LRD, and by applying a rather simple (and thus tractable!) approximate effective bandwidth formula (see also [21]), we build a recursive VP bandwidth estimation algorithm. We show that under weak conditions the method dynamically converges to the optimal VP bandwidth value, which is required to keep the required QoS.
Chapter 2

Connection admission control in UTRAN

On transport links of UMTS Terrestrial Radio Access Networks, but especially on those connecting base stations and radio network controllers (i.e., on the Iub interface), resource allocation is complex, because packet delay and loss requirements are strict and the amount of transmission resources is relatively low. In this chapter a novel connection admission control (CAC) algorithm is provided, which is applicable on the Iub interface with both ATM/AAL2 and IP transport options. The CAC algorithm is validated by mathematical analysis and computer simulation.

2.1 Introduction

With the introduction of 3rd generation mobile systems, such as the Universal Mobile Telecommunications System (UMTS), both equipment vendors and network operators face new challenges in connection with the network roll-out. In contrast with 2nd generation systems, a packet-switched, multi-service transmission network is designed, which should fulfill the specific requirements of the new radio interface technology (Wideband Code Division Multiple Access; WCDMA). Switching and multiplexing technologies used for the first releases of UTRAN are based on Asynchronous Transfer Mode (ATM) in combination with the ATM Adaptation Layer type 2 (AAL2) [7, 10, 22]. Future releases will be deployed using also IP (Internet Protocol) technologies [12, 23].

While performance and resource management of the WCDMA radio interface is thoroughly discussed in the literature (see e.g., [6]), few work is dedicated to the performance evaluation, traffic control and provisioning of the transmission infrastructure of UTRAN. In particular, a CAC algorithm for the Iub interface, which works in the multi-service scenario and fulfills all practical requirements (e.g., on limited complexity and high precision) has not yet been presented.
Admission control algorithms are used in communications systems to check whether a newly arriving connection (of known traffic demand and QoS requirements) can be served by a shared resource such that the QoS requirements of all connections using that resource can be satisfied. The hardship of designing admission control methods stems from the following general requirements:

- **Admission decisions should be conservative**: the QoS requirements have to be always (or at least with very high probability) satisfied. This requirement is utmost important if the perceived quality is very sensitive to overloads (e.g., if the voice coder is not adaptive, observed voice quality deteriorates rapidly upon overloads), or if the quality is a determining criterion in contracts and these contracts can not be violated.

- **System utilization should be high**: the previous requirement should be met such that the possible system utilization is achieved, and resources are not wasted. In other words, a good algorithm will not reject too much call requests in order to be at the safe side.

- **The decisions have to be taken on-line**: if a new call request arrives, the admission decision has to be taken rapidly to ensure that call setup times remain short.

The motivation of our work is

- to establish an adequate model for the UTRAN transport network (compared to [C4], where simple AAL2 connection admission control methods using the Chernoff-bound are evaluated, the Iub specific traffic behavior is modeled),

- to develop a CAC algorithm applicable in the Iub interface, and

- to validate it using and extending methods from the broad literature of ATM performance evaluation [24, 25, 26].

The chapter is organized as follows. Section 2.2 outlines the system model. In Section 2.3 the related queueing model is presented. In Section 2.4 the proposed CAC algorithm is introduced. A validation of the method is given in Section 2.5.

### 2.2 System model

In this section, the UMTS architecture is shortly described, traffic modeling considerations and QoS requirements are introduced.
2.2.1 UMTS network architecture

The UMTS network architecture [6] is depicted in Figure 2.1. An UMTS network consists of the user equipment (UE), the UMTS Terrestrial Radio Access Network (UTRAN) and the core network (CN).

UTRAN handles all tasks related to radio access, therefore UTRAN nodes are responsible for radio resource management, handover control, etc. The core network is the backbone of UMTS connecting the access network to external networks (e.g., PSTN, Internet). The mobile (UE) is connected to base stations (Node Bs) over the radio interface (Uu). One mobile can communicate with several base stations at the same time during soft handover (which is an essential interference reduction technique in WCDMA systems [6]). A base station is connected to a radio network controller (RNC) over the Iub interface. RNCs are connected to each other over the Iur interface. The RNC is connected to the core network over the Iu interface.

The three lowest layers of the UTRAN protocol stack are depicted in Figure 2.2. The retransmission mechanism of the radio link control (RLC) protocol ensures reliable transmission of loss-sensitive traffic over the radio interface. The medium access control (MAC) protocol forms radio frames and schedules these periodically according to the timing requirements of WCDMA. This period is called TTI (transmission time interval), and its length can be a multiple of 10 ms. Bit rates of radio connections (so called RABs - radio access bearers) take typical values between 8 kbps and 384 kbps. MAC frame sizes and TTI lengths are RAB-specific. Considering the simplest case, when a user uses a single service, one RLC and one MAC entity are created in the RNC for each actually connected mobile.

On Iub, to decrease the probability of packet congestion in the transmission network queues, the start positions of frames intended for different UEs should not coincide in time. Moreover, on the radio interface it should be avoided to transmit control patterns, such as pilot bits, at the same time for all mobiles, because this would introduce peaks in the interference and,
thus, might limit the confidence of some measurements. Therefore, phases of the periodic frame flows of different connections are randomly distributed over the TTI [27].

The main role of the transmission network is to transport MAC frames from radio network controllers to base stations (in downlink direction) and to transport MAC frames from base stations to radio network controllers (in uplink direction). In the network, MAC frames are encapsulated into Iub frames. The Iub framing overhead contains information used in base stations to encode the frame into the appropriate radio frame format and to send it out on the radio interface at the right time ($t_{out}$).

CAC allocates resources for the new connections in the transport network. It makes its decisions based on traffic descriptors and QoS parameters.

### 2.2.2 Traffic model, traffic descriptors

As we already discussed, the arrival pattern of Iub frames is determined by the MAC scheduler. In other words, the traffic is shaped by the MAC scheduler such that the lowest time-scale behavior is periodic irrespectively of the type of application. The user/application level traffic model is reflected in the UTRAN transport network such that the carried traffic is not a continuous periodic packet flow, but can be modeled by a series of active and inactive intervals. We will refer to these intervals as ON (active) and OFF (inactive) periods. In an ON period MAC frames are sent in each TTI, while in an OFF period, packets are not sent at all. For example, in case of voice traffic the characteristics of the ON and OFF periods are determined by the interaction of the speech process (the speaker behavior) and the voice activity detector in the voice coder.

The traffic descriptors associated with each connection are the following: (Iub) frame size (we will also call it packet size), TTI (the inter-arrival time...
of frames), and the so called "activity factor". In UMTS, the following TTI values are possible: 10, 20, 40 and 80 ms. The activity factor is defined as the average length of ON periods divided by the sum of the average lengths of ON and OFF periods. Note that reliable information on the distributions of the lengths of ON and OFF periods are not available for the CAC.

For example, typical parameters for voice service can be the following: 40 byte long packets arriving in 20 ms periods (TTI) with activity factor 0.6. Note that the activity factor is an effective value, which is set by the operator in order to exploit statistical multiplexing gain.

### 2.2.3 QoS requirements

In this section it is explained shortly why the packet delay is the most important performance measure in the transport network. We focus on the queueing delay that is the time packets spend waiting in buffers.

If a UE has simultaneous RABs to two or more Node Bs (during soft handover), the radio frames scheduled in downlink have to be sent out from every Node B to the UE at the same time ($t_{out}$). Therefore, nodes must be synchronized. For the same reason, it has to be ensured that each frame arrives to the Node Bs before $t_{out}$. This determines a delay requirement on the UTRAN transport network.

For voice traffic (with 20 ms TTI), the queueing delay budget within UTRAN is around 5-7 ms [28]. Queueing delay requirements for other services are not very different from that of voice. Since RABs carrying best-effort traffic are also subject to soft handover, delay requirements are defined for them as well. Furthermore, since the round-trip time of RLC packets should be minimized in order to maximize the throughput of best-effort traffic, these delay requirements are strict. (Analytic expressions on the dependence of application-level throughput on the RLC round-trip time can be found in [29].)

The consequence of the strict queueing delay requirements is that short buffers are applied in the system, and therefore only short time-scale traffic fluctuations can be absorbed by buffering. We assume that the queueing delay requirement of a service is typically smaller than (or equal to) the TTI of the RAB carrying the service.

### 2.2.4 ATM/AAL2 transport

Using this transport option, IP packets are segmented and packed into AAL2 CPS (Common Part Sublayer) packets, which are multiplexed into ATM cells. AAL2 payload can be of variable length (up to 45 bytes), and the AAL2 header is 3 bytes long. ATM cells are 53 bytes long including a 5 bytes long header. By AAL2 multiplexing, several AAL2 packets from different connections can be carried within an ATM cell. In an ATM network, cells are
transported along a predefined path using the VPI/VCI (Virtual Path and Virtual Channel Identifier) fields in the ATM header. The CID (Connection Identifier) field in the AAL2 header identifies a specific AAL2 connection within an ATM VC.

Fast AAL2 connection set-up has been an important design goal of the AAL2 protocol [10]. In UTRAN, a new AAL2 connection is set up for each new RAB. In network nodes, where AAL2 multiplexing is done, AAL2 CAC allocates resources for the AAL2 connections. Among these nodes, traffic descriptors are sent in AAL2 signaling messages.

The Capability Set 1 (CS1) [7] of the AAL2 signaling protocol does not support service differentiation (or QoS separation) of AAL2 connections. CS2 [8] enables the selection of AAL2 path according to the requested QoS. This way, AAL2 connections having different QoS requirements can be transported over separate ATM VCs.

2.2.5 **IP transport**

If the IP transport option [12] is applied, QoS is provided by using Differentiated Services (DiffServ) [30], Resource reSerVation Protocol (RSVP) [31] or over-provisioning at IP layer.

Over-provisioning is static and there is no need for admission control. However, it does not take advantage of transport bandwidth efficiency gains that IP can provide. One can combine over-provisioning with admission control. In this case, CAC is done only at the edges of UTRAN (at Node Bs or RNCs), and within the network the resources are provided by over-dimensioning or edge-to-edge resource allocation (for example, using RSVP).

In order to exploit statistical multiplexing gains and provide good QoS, similarly to the ATM/AAL2 solution, distributed admission control is needed. Distributed admission control uses signaling (e.g. RSVP). The admission control function is distributed in the routers and is performed hop-by-hop. RSVP could have scalability problems for large networks if it is used per flow. Therefore, a new QoS framework has been proposed recently, called Resource Management in Differentiated Services (RMD) [32]. It extends the Diffserv architecture with new admission control and resource reservation concepts in a scalable way. RMD applies admission control on resource parameter values included in reservation requests, i.e. signaling messages and available resources per traffic class. The reservation is done in terms of resource units, which may be based on a single parameter, such as bandwidth, or on more sophisticated parameters, such as the traffic descriptors described in this paper. Therefore, assuming for example that UTRAN connections of strict delay requirements exclusively use the Diffserv Expedited Forwarding (EF) class, the admission control algorithm presented in this paper could directly be used for that class.
2.3 Queueing model

According to the system model presented in the previous section, a queueing model is needed that is accurate if the delay requirements are strict (5-15 ms) and the buffer size is small (e.g., smaller than 20 ms). The queueing model of this section is developed for these conditions.

The RAB connections are modeled with independent ON-OFF sources. The ON and OFF periods are bursty, meaning that typically both are many TTI long. The long term correlation characteristics of the arrival process could not be taken into account, because traffic descriptors do not contain any information on the correlation structure of the sources, and it was also not possible to get information on this by measurements. It is not a problem in practice, because the buffer is small enough such that it fills up quickly even during a temporary overload. Therefore we can assume that the ON-OFF burst component of the queue is negligible (see details in Section 2.3.1). The system is temporarily overloaded, if so many connections are temporarily in ON state at the same time, that the server can not serve within one TTI the packets arriving in one TTI. I used the approximation that all packets arriving during a temporary overload situation violate the delay requirement (see Section 2.3.2).

If the server can serve during one TTI all packets that arrive within one TTI (i.e., when the overall arrival rate remains below multiplex capacity), the system behaves like the so called $\sum_i D_i / D/1$ queue: a superposition of independent periodic sources of possibly different periods and independent phases is offered to a multiplexer with a deterministic server. The time between two packet emissions of a class $i$ stream is equal to $TTI_i$, and its phase with respect to a common time origin is chosen at random between 0 and $TTI_i$.

We assume that the number of traffic classes (the services with different traffic descriptors) is $K$. The number of connections present in the system from class $i$ is $N_i$. Connections within the same class (class $i$) are characterized by the activity factor $\alpha_i$, the packet size $b_i$ and the packet inter-arrival time $TTI_i$. The server capacity is constant and it is denoted by $C$. Packets are served according to the FIFO (first-in-first-out) scheduling principle. As an example, Figure 2.3 shows a system fed by two connections.

![Diagram](image-url)

Figure 2.3: A system fed by two periodic ON-OFF connections with different packet inter-arrival times ($TTI$s) and packet sizes
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In this section, a model is provided, which allows us to derive the probability of the packet delay criterion violation: \( \Pr(D_i > \bar{D}_i) \), where \( D_i \) is a random variable representing the delay of a packet from class \( i \), and \( \bar{D}_i \) is the delay criterion (or target maximum delay) of packets from traffic class \( i \). The total delay of a packet from class \( i \) consists of two parts: \( D_i = S_i + Q_i \), where \( S_i \) is the service time and \( Q_i \) is the waiting time in the queue. Delays of lost packets are considered to be infinite. In the proposed model, we consider delay criterion violations

- due to the ON-OFF behavior, which results in temporary system overloads and
- due to the periodic packet emission during the ON states, where the emission phases of connections are uniformly distributed over the TTIs, which can result in packet congestion.

The allowed delay criterion violation probability for class \( i \) is \( \bar{\varepsilon}_i \), meaning that the CAC should ensure that \( \Pr(D_i > \bar{D}_i) \leq \bar{\varepsilon}_i \) for \( i = 1, \ldots, K \).

### 2.3.1 Decomposition of burst-level and packet-level effects

Let \( \{A(t), t \geq 0\} \) denote the amount of work arriving to the system in the interval \([-t, 0)\). Define the excess work arriving in \([-t, 0)\) as:

\[
W(t) = A(t) - Ct. \tag{2.1}
\]

The average input rate to the buffer in \([-t - TTI_{\text{max}}, -t)\) (\( TTI_{\text{max}} = \max_i TTI_i \)) is:

\[
R(t) = \frac{A(t + TTI_{\text{max}}) - A(t)}{TTI_{\text{max}}}. \tag{2.2}
\]

We define the accumulated excess work \( W_{\text{acc}}(t) \) as the component of \( W(t) \) due to the ON-OFF behavior (burst-level fluctuations):

\[
W_{\text{acc}}(t) = \int_0^t R(u) \, du - Ct. \tag{2.3}
\]

The evolution of \( W_{\text{acc}}(t) \) depends on the distribution of the ON and OFF periods, the dependency among the sources, etc.

In the considered FIFO queue the waiting time is approximated using the workload (or virtual waiting time) [25]. The system is stationary so that \( t = 0 \) represents an arbitrary time instant. The workload is calculated as:

\[
V(0) = \sup_{t \geq 0} W(t). \tag{2.4}
\]
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The “burst component” of the workload, i.e., the component considering only \( W_{acc}(t) \) is:

\[
V_{\text{burst}}(0) = \sup_{t \geq 0} W_{acc}(t).
\] (2.5)

Then, the “packet component” can simply be defined as the difference of the workload and its burst component:

\[
V_{\text{packet}}(0) = V(0) - V_{\text{burst}}(0).
\] (2.6)

We are interested in the complementary distribution function of the workload:

\[
Q(x) = \Pr\{V(0) > x\}.
\] (2.7)

The queueing process can be decomposed as follows:

\[
Q(x) = \frac{\Pr\{V_{\text{packet}}(0) + V_{\text{burst}}(0) > x \mid V_{\text{burst}}(0) > 0\} \cdot \Pr\{V_{\text{burst}}(0) > 0\} + \Pr\{V_{\text{packet}}(0) > x \mid V_{\text{burst}}(0) = 0\} \cdot \Pr\{V_{\text{burst}}(0) = 0\}}{\Pr\{V_{\text{burst}}(0) > x\}}.
\] (2.8)

In [24] it is shown that if the burst component is positive, then, in general, the values of the packet component are rather small compared to the value of the burst component \( V_{\text{burst}}(0) \). Therefore, the following approximation can be used:

\[
\Pr\{V_{\text{packet}}(0) + V_{\text{burst}}(0) > x \mid V_{\text{burst}}(0) > 0\} \cdot \Pr\{V_{\text{burst}}(0) > 0\} \approx \frac{\Pr\{V_{\text{burst}}(0) > x\}}{\Pr\{V_{\text{burst}}(0) > x\}}.
\] (2.9)

Note however, that the traffic descriptors do not include any characterization of the ON and OFF period lengths. It means, that the distribution of the burst component of the workload \( \Pr\{V_{\text{burst}}(0) > x\} \) can not be evaluated. Since our system has strict delay requirements \((D_i \leq TTI_i)\), the waiting time in an overload situation (when \( R(t) > C \) during a time interval) reaches very fast the predefined delay criterion. In other words, unless the overload situations are rather short, the queue can not smooth out the temporary overload efficiently, even if considering infinite buffer. Therefore, we take the conservative assumption that the delay of each packet, arriving in an overload situation, is always larger than the delay criterion. Using this assumption, instead of \( \Pr\{V_{\text{burst}}(0) > x\} \) we will evaluate the probability that a packet arrives at an overload situation, and by this we will approximate the probability of that a packet is delayed due to system overload.

If the burst component is zero, \( V_{\text{burst}}(0) = 0 \), the queue empties periodically (with period \( TTI^{\text{max}} \)), and the distribution of the workload is determined by the cell emissions in a short interval before considered time \( t = 0 \).
### 2.3.2 The proposed model

Applying the assumptions we set up a combined model. Considering packets in the system we can observe two types of delay criterion violation events; some packets are delayed due to temporary system overload (including the ones possibly lost due to buffer overflow) and some packets are exceeding the delay criterion due to temporary packet congestion in the non-overloaded system. We define two measures as

\[ e_i^{\text{overload}} = \frac{\# \text{ class } i \text{ packets delayed under overload}}{\# \text{ class } i \text{ packets}} \]  

and

\[ e_i^{\text{delayed}} = \frac{\# \text{ class } i \text{ packets delayed under non-overload}}{\# \text{ class } i \text{ packets}} \]  

Denote the number of active connections (the connections in ON period) at time \( t \) of class \( i \) by \( N_i^{\text{act}}(t) \) and let the vector of active connections at time \( t \) be \( N^{\text{act}}(t) = [N_1^{\text{act}}(t), N_2^{\text{act}}(t), \ldots, N_K^{\text{act}}(t)] \). At a fixed time \( t_0 \), we say that the system is in state \( \mathbb{n} \) if the random vector \( N^{\text{act}}(t_0) \) takes the value \( \mathbb{n} \) (i.e., \( N_i^{\text{act}}(t_0) = n_i \); \( i = 1, 2, \ldots, K \)). The probability that the number of active connections from class \( i \), \( N_i^{\text{act}}(t_0) \), is \( n_i \) can be obtained with a binomial distribution:

\[ \Pi_i(n_i) = \binom{N_i}{n_i} \alpha_i^{n_i} (1 - \alpha_i)^{N_i - n_i}. \]  

(2.12)

The probability that the system is in state \( \mathbb{n} \), denoted by \( \Pi(\mathbb{n}) \), is calculated using a multi-dimensional binomial distribution as follows:

\[ \Pi(\mathbb{n}) = \prod_{i=1}^{K} \Pi_i(n_i) = \prod_{i=1}^{K} \binom{N_i}{n_i} \alpha_i^{n_i} (1 - \alpha_i)^{N_i - n_i} \]  

(2.13)

We define the load of an active connection as the packet size divided by the period length: \( \rho_i = b_i / TTI_i \). Then the input rate in state \( \mathbb{n} \) is:

\[ R(\mathbb{n}) = \sum_{i=1}^{K} n_i \rho_i. \]  

(2.14)

The measure \( e_i^{\text{overload}} \) is approximated by the probability that a packet of class \( i \) arrives at an overload situation (when \( R(\mathbb{n}) > C \)):

\[ e_i^{\text{overload}} \approx e_i^{\text{overload}} = \Pr\{\text{packet arrives at overload situation}\} = \frac{\sum_{ n_i; R(\mathbb{n}) > C } n_i \Pi(\mathbb{n}) }{ \sum_{ n_i } n_i \Pi(\mathbb{n}) } \]  

(2.15)
In case of a normal situation \( R(n) \leq C \) the waiting time is dominated by the periodic packet emission. Thus the probability that a packet, arriving at time \( t_0 \), is exceeding its delay criterion can be calculated as:

\[
e^{delayed}_i \approx e^{delayed}_i = \frac{\sum_n P(R(n) \leq C) \cdot \Pr(D_i > \hat{D}_i \mid \Lambda^act(t_0) = n)}{\sum_n \Pi(n)}, \quad (2.16)
\]

Finally, similarly to the decomposition in Eq.(2.8), the probability of delay criterion violation is the sum of two probabilities:

\[
\varepsilon_i = \varepsilon_i^{overload} + \varepsilon_i^{delayed}.
\]

### 2.3.3 Validation of the proposed model

The proposed model assumes that each packet that arrives to a temporarily overloaded system violates the delay requirement. This assumption is conservative if the ON periods are short, because in this case a temporary overload may be handled even with a small buffer such that delay violation does not occur. The assumption is less conservative if the ON periods are long and the buffer is small, because in this case the buffer fills up quickly in an overload situation, and most packets will violate the delay requirement, or will be lost. It is possible that the assumption is not conservative if the ON periods are long and the buffer is large. In this case, the large buffers can also fill up, and when the overload situation is over (i.e., the overall input rate gets below the multiplex capacity), serving the whole buffer content takes a long time. It means that the overload situations can be significantly "lengthened" if the buffer is too large. The proposed model does not count with this effect. If the buffer is small, this "lengthening effect" is negligible, and the transition from overloaded to non-overloaded system is fast.

To check the assumptions of the proposed model, we simulated different ON-OFF sources. Figures 2.4, 2.5, 2.6 and 2.7 compare delays of Markov modulated sources with average ON period lengths of 20, 200, 2000 \( TTI_{max} \) to the result with the proposed model.

In the simulations, the following two traffic classes are considered: voice \( (TTI_1 = 20 \text{ ms}, b_1 = 40 \text{ bytes}, \alpha_1 = 0.6) \) and data \( (TTI_2 = 40 \text{ ms}, b_2 = 360 \text{ bytes}, \alpha_2 = 1) \). In each simulation, 30 voice and 2 data sources were multiplexed. The buffer sizes were 50 ms (Figures 2.4 and 2.5) and 15 ms (Figures 2.6 and 2.7). The server capacity was \( C = 520 \text{ kbps} \).

Up to \( \hat{D} \approx 10 \text{ ms} \) the delays hardly depend on the length of ON periods, and delay violations are dominated by the periodic packet emission. For larger \( \hat{D} \) values the proposed model is mostly conservative, and the delay violation is mainly caused by too many active sources filling up the buffer. If the buffer is larger (for example 50 ms), then our assumptions are not fully true: the buffer can not get filled up (or emptied) quickly. Therefore, if the ON periods are rather long (2000 \( TTI_{max} \)), a slight underestimation
Figure 2.4: Simulation of voice packet delays with 50 ms long buffer

Figure 2.5: Simulation of data packet delays with 50 ms long buffer

Figure 2.6: Simulation of voice packet delays with 15 ms long buffer

of the delay criterion violation probability is experienced in Figures 2.4 and 2.5.
2.4 Connection admission control algorithm

In this section, the connection admission control (CAC) algorithm is described. When a new connection arrives, the CAC needs to check:

- the delay violation due to temporary packet congestion in the non-overloaded system (i.e., the “delay limit”), see Section 2.4.1, and
- the delay violation due to temporary system overload (i.e., the “overload limit”), see Section 2.4.2.

In other words, the task of the CAC algorithm is to check on-line whether a certain traffic mix is within the admissible region. The admissible region contains the traffic mixes, where the QoS requirements are not violated.

We obtained admissible regions from extensive simulations. Based on these simulation results, we approximate the admissible region by the intersection of $K$ regions with linear borders (also referred to as hyper-planes) and one region with (generally) non-linear border. We will refer to these regions as “delay-limited” and “overload-limited” regions, respectively. The delay-limited region bounded by the $i$-th hyper-plane contains the mixes, where the delay requirement of class $i$ (target $\varepsilon_i^{delayed}$) is fulfilled. The overload-limited region with the non-linear border contains the mixes, which can temporarily overload the queuing system only with a small probability (target $\varepsilon_i^{overload}$). If the activity factor of each class is 1, the border of the overload-limited region becomes linear. In this case, the overload-limited region contains the mixes, which do not overload the system.

An example is depicted in Figure 2.8, where there are two classes. The first service has significantly stricter delay requirement, therefore the hyper-plane corresponding to the second service (which is not depicted) would be outside both depicted regions. In the shaded area, mixes containing connections from both classes can be accepted. In this figure, some mixes are within the delay-limited region, but outside the overload-limited region,
because it is possible that at 100% utilization the delay-limit is not yet exceeded. If the activity factor of the first class is less than 1, then the maximum number of connections from the first class given that there are no connections in the system from the second class, \( N_{1,max} \), increases to \( N_{1,max}^* \) and the border of the overload limited region becomes non-linear.

![Graph](image)

Figure 2.8: Admissible regions constructed of “delay-limited” and “overload-limited” regions

The linear approximation of delay-limited regions (see the validation in Section 2.5) means that taking a single region, the amount of allocated resources for a connection do not depend on the actual traffic mix. The non-linearity of the overload-limited region comes from Eq.(2.15), and its consequence is that the probability of temporary overload must be evaluated individually for each mix.

2.4.1 Checking delay violation in the non-overloaded system

To check the delay violation in the non-overloaded system Eq.(2.16) should be used. However, an exact formula for evaluating \( \Pr(D_i > D_s | N_{nad}(t_0) = n) \) does not exist. Especially those cases are problematic, where classes of different TTIs are mixed [24] (see also Section 2.5.3). The approximation presented in Section 3.3 of [25] is computationally inefficient, therefore it is not applicable in a CAC.

Our approach is the following. We define the “delay-limited” regions with the intersection of \( K \) hyper-planes. The \( i \)-th hyper-plane defines the region where \( \varepsilon_i^{delayed} \leq \varepsilon_i^{delayed} \). We propose a method for the hyper-plane construction, which uses only a single-class calculation for the evaluation of delay violation.

Define \( TN_{ij} \) as the maximum number of connections from class \( i \) assuming that a single packet from class \( j \) would fulfill the QoS requirement of
class \(j\) \((\varepsilon_j^{\text{delayed}} \leq \varepsilon_j^{\text{delayed}})\). We approximate by \(TN_{ij}\) the maximum number of class \(i\) connections if one additional connection from class \(j\) is present in the system. The proposed formula for determining \(TN_{ij}\) values is the following:

\[
TN_{ij} = \max \left\{ N_i \left| \sum_{n_i=0}^{N_i} \Pi_i(n_i) \cdot \Pr \left\{ D_i > \bar{D}_j - \frac{b_j}{C} \mid N_i^{\text{act}}(t_0) = n_i \right\} \leq \varepsilon_j^{\text{delayed}} \right\},
\]

(2.18)

where the stability criterion is not needed, because it is included in Eq.(2.29). Note that in Eq.(2.18), we have used the following approximation of Eq.(2.16):

\[
\varepsilon_i^{\text{delayed}} \approx \sum_{n \in [R_i, R_i + C]} \Pi_i(n) \cdot \Pr(D_i > \bar{D}_i \mid N_i^{\text{act}}(t_0) = n),
\]

(2.19)

which will be used throughout the remaining part of the chapter.

Applying the results in [25], the distribution of the workload can be calculated with the following general formula (when presenting this formula \(C = 1\) is assumed to avoid unnecessary notational complexity):

\[
\Pr(V^{\text{packet}}(0) > x) = \sum_{l > x} \Pr(A(l - x) = l) \cdot \Pr(V^{\text{packet}}(l - (l - x)) = 0 \mid A(l - x) = l).
\]

(2.20)

Using a new time unit \(TU = b_i/C\) we introduce \(TTI_i' = TTI_i/TU\) and \(x = (\bar{D}_j - b_j/C)/TU\), and then

\[
\Pr \left\{ D_i > \bar{D}_j - \frac{b_j}{C} \mid N_i^{\text{act}}(t_0) = n_i \right\} = \sum_{z \leq t \leq n_i} \left( \begin{array}{c} n_i \\ l \end{array} \right) \left( \frac{l - x}{TTI_i'} \right)^l \left( 1 - \frac{l - x}{TTI_i'} \right)^{n_i - l} \cdot \frac{TTI_i' - n_i + x}{TTI_i' - l + x}.
\]

(2.21)

Note that this expression is also valid for a transient system starting from an empty system at time 0 and receiving \(n_i\) uniformly distributed arrivals in \([0, TTI_i]\) (see also [25]). Therefore if \(x \geq n_i - TTI_i'\), then we use Eq.(2.21). If \(x < n_i - TTI_i'\), then \(\Pr(D_i > \bar{D}_j - b_j/C \mid N_i^{\text{act}}(t_0) = n_i) = 1\).

Applying the hyper-plane approximation, the necessary condition of accepting the traffic mix \((N_1, N_2, \ldots, N_K)\) is

\[
\sum_{i=1}^{K} \frac{TN_{ij}}{TN_{ij}} \cdot N_i \leq TN_{jj} + 1 \quad j = 1, 2, \ldots, K.
\]

(2.22)

### 2.4.2 Checking delay violation due to temporary system overload

To check the delay violation due to temporary system overload Eq.(2.15) can be used. However, it can be too slow to evaluate on-line (it has a
complexity of $O(N^K)$. Therefore, we propose a method, which exploits the statistical gain only within the different classes, but not among classes (it has a complexity of $O(KN)$). It is also noted that the latter method can be implemented efficiently by storing the resulting values in memory (the complexity can be reduced to a memory-read). To take into account at least partially the statistical gains among classes, a simple extension is proposed.

To proceed further, we introduce $L_i$, which is the smallest number of class $i$ connections being in ON state such that the requirement on the temporary overload is met. We will also refer to this value as the “per-class limit” of the number of connections in ON state. Its values are calculated as follows:

$$
L_i = \min \left\{ L \left| k \sqrt{1 - \varepsilon_i^{\text{overload}}} \leq \frac{1}{N_i} \sum_{k=0}^{L_i} k \Pi_i(k) \right. \right\}, \quad (2.23)
$$

and for the other classes:

$$
L_l = \min \left\{ L \left| k \sqrt{1 - \varepsilon_l^{\text{overload}}} \leq \sum_{k=0}^{L_l} \Pi_l(k) \right. \right\}, \quad l = 1, 2, \ldots, K_a, l \neq i, \quad (2.24)
$$

where $K_a$ is the number of traffic classes with activity factor smaller than one ($\alpha_i < 1$). For always active traffic classes ($\alpha_i = 1$), the per-class limit equals the number of connections in the system, i.e., $L_i = N_i$.

Next, we show how Eq.(2.15) can be decomposed such that in the resulting formula only the terms in Eq.(2.23) and Eq.(2.24) appear. This decomposition is useful, because these terms can be evaluated for the different classes independently. This way, if a class $i$ connection arrives, calculating only the term related to class $i$ is needed. Assuming that approximation Eq.(2.15) is good,

$$
1 - \varepsilon_i^{\text{overload}} = \sum_{n_1=0}^{N_1} \sum_{n_2=0}^{N_2} \cdots \sum_{n_K=0}^{N_K} \mathcal{I}(R(n) \leq C) \frac{n_i \Pi_i(n_i) \prod_{k=1}^{K} \Pi_k(n_k)}{\sum_{n_1=0}^{N_1} \sum_{n_2=0}^{N_2} \cdots \sum_{n_K=0}^{N_K} n_i \prod_{k=1}^{K} \Pi_k(n_k)}, \quad (2.25)
$$

where $\mathcal{I}(\text{expression})$ is the indicator function, which we will use several times throughout the Dissertation. $\mathcal{I}(\text{expression})$ equals 1, if the expression is true and it equals 0 if the expression is false. Using the per-class limit values ($L_i$ values), the above equality is turned into the following inequality:

$$
1 - \varepsilon_i^{\text{overload}} \geq \sum_{n_1=0}^{L_1} \sum_{n_2=0}^{L_2} \cdots \sum_{n_K=0}^{L_K} n_i \Pi_i(n_1) \Pi_2(n_2) \cdots \Pi_K(n_K) \frac{\prod_{k=1}^{K} \Pi_k(n_k)}{\sum_{n_1=0}^{N_1} \sum_{n_2=0}^{N_2} \cdots \sum_{n_K=0}^{N_K} n_i \prod_{k=1}^{K} \Pi_k(n_k)}, \quad (2.26)
$$
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This can be done, because the state space defined by \( n : R(n) \leq C \) is larger than the one defined by \( n_i \in \{0, 1, \ldots, L_i\} ; \ i = 1, \ldots, K \). Since the classes are independent, the following simplification can be done:

\[
1 - \varepsilon_{\text{overload}} \geq \sum_{n_1=0}^{L_1} \Pi_1(n_1) \cdot \sum_{n_2=0}^{L_2} \Pi_2(n_2) \cdots \sum_{n_i=0}^{L_i} \Pi_i(n_i) \cdots \sum_{n_K=0}^{L_K} \Pi_K(n_K) \bigg/ \sum_{n_i=0}^{N_i} n_i \Pi_i(n_i) \bigg). 
\]

Finally, the decomposition is formulated as:

\[
1 - \varepsilon_{\text{overload}} \geq \frac{1}{N_i} \sum_{n_i=0}^{L_i} n_i \Pi_i(n_i) \cdot \prod_{l \neq i} \sum_{n_l=0}^{L_l} \Pi_l(n_l) . 
\]

For the sake of simplicity, assume that \( \varepsilon_{\text{overload}} = \varepsilon_{\text{overload}} \) for each \( i, j = 1, \ldots, K \). This assumption is typically used in practice. Then, if a new class \( i \) connection arrives to the system, and the actual connection mix becomes \( (N_1, N_2, \ldots, N_i, \ldots, N_K) \), one needs to calculate or read from the memory the new \( L_i \) value and check the following inequality:

\[
\sum_{i=1}^{K} L_i \rho_i \leq C , 
\]

which is the necessary condition of accepting \( (N_1, N_2, \ldots, N_K) \).

It is obvious that using Eq.(2.23) and Eq.(2.24), only the statistical gain of multiplexing sources from the same class is exploited. Keeping the property that \( L_i \) values can be obtained independently from each other, but taking into account partially statistical gains from multiplexing different classes, one may proceed as follows. (For the sake of simplicity, we use Eq.(2.23) instead of Eq.(2.24), which is a conservative approximation.)

1. Find \( L_i^* \) for all \( i \) using Eq.(2.23) with

\[
N_i^* = N_i + \sum_{\alpha_k \leq \alpha_i , \ k \neq i} \min \left( 1, \frac{\rho_k}{\rho_i} \right) N_k; \ k = 1, \ldots, K ,
\]

and calculate the statistical multiplexing gain for class-\( i \) as:

\[
MG_i = (N_i^* - L_i^*) / N_i^* .
\]

Explanation: If we have two classes, and \( \alpha_2 \leq \alpha_1 \), then the achievable statistical multiplexing gain of class \( 1 \) in a system fed by \( N_1^* \) connections of load \( \rho_1 \) each, is smaller than in the same system fed by \( N_1 \) connections of load \( \rho_1 \) each, plus \( N_2 \) connections of load \( \rho_2 \) each.
2. Repeat until $MG_i$ values are no longer increasing:

- Consider the classes with $\alpha_k > \alpha_i$ and $\rho_k < \rho_i, \forall \, k$. If $MG_k > MG_i$, then let $\alpha'_i := \alpha_k$ and calculate $MG_i'$ executing step 1 with the temporary activity factor value $\alpha'_i$. If the resulting $MG'_i > MG_i$, then let $MG_i := MG'_i$. (At the end of this step reset the original value of $\alpha_i$.)

- Consider the classes with $\alpha_k > \alpha_i$ and $\rho_k \geq \rho_i, \forall \, k$. If $MG_k > MG_i$, then let $MG_i := MG_k$.

**Explanation:** If we have two classes, and $\alpha_2 > \alpha_1$ (note that these are different class pairs from the ones considered in step 1), then two cases can occur: (1) either $\rho_2 < \rho_1$, or (2) $\rho_2 \geq \rho_1$. In case of (2), it is clear that class 1 can achieve at least as large statistical multiplexing gain as class 2. In case of (1), class 1 can achieve at least as large statistical multiplexing gain as it could achieve in a modified system, where $\alpha_1$ were increased such that $\alpha'_i = \alpha_2$.

3. Finally, $L_i = N_i(1 - MG_i)$ for all $i$.

**Note:** The multiplexing gain values, $MG_i, \, i = 1, \ldots, K$, have been modified in steps 1 and 2 such that also statistical multiplexing effects between class-pairs are taken into account. Therefore, $L_i$ values calculated in step 3 can be smaller than the ones obtained without using this extension method.

### 2.4.3 Flow-chart of the algorithm

A flow-chart of the algorithm is shown in Figure 2.9. In general it is proposed to separate the update (non-real-time) and the decision-making (real-time) parts.

If a connection of a new traffic class (not included in the $TN$ matrix yet) arrives, and the $TN$ update proves to be too slow to perform on-line, a fast update of $TN$ is needed. This fast update can be, for example, using the worst-case peak bandwidths ($TN_{\text{new},i} = b_{\text{new}}/D_i, \, i = 1, \ldots, K$, where $K$ already includes the new traffic class), or the fast approximation Eq.(2.48) provided in the next section.

### 2.5 Validation of the hyper-plane approximation

In this section, a validation of the proposed CAC algorithm is given, and a formula, which can be used for the fast update (see Section 2.4.3) is derived. Since the exact solution to Eq.(2.15) is known, but there is no exact solution to Eq.(2.16) [24], we need to validate only the hyper-plane approximation proposed in Section 2.4.1. We have simulated admissible regions extensively.
with UTRAN-specific traffic parameters, and found that delay-limited borders of the admissible regions are linear. Below we provide analytic results, which support this observation.

Since we consider only the cases where $R(n) \leq C$, which always result in a periodic queue behavior with period $TTI_{\text{max}}$, we need to take into account the queueing process only in $[0, TTI_{\text{max}}]$. Let $Q(x)$ be the complementary distribution function of the virtual waiting time in a FIFO queue. $Q(x)$ can be obtained using a general queueing theory result [25]:

$$Q(x) = \Pr \left\{ V_{\text{packet}}(0) > C \ x \right\} = \Pr \left\{ \sup_{\tau \geq 0} (A(\tau) - C \ \tau) > C \ x \right\}. \quad (2.30)$$

Denote the arrival process resulting from superimposing several independent periodic sources from class $i$ by $A_i(t)$. The process $A_i(t) - (t/TTI_i) b_i N_i$ can be approximated by the process $\sqrt{N_i} b_i B(t/TTI_i)$, where $B(t)$ is a Brownian bridge [26], i.e., the standard Brownian motion conditioned on the event $B(1) = 0$. In fact, such a superimposed process converges to a Brownian bridge as the number of sources grows [33]. Using the Brownian bridge approximation enables us to obtain the solution of Eq. (2.30) in a closed form, because the following formula is true [33, 26]:

$$\Pr \left\{ \sup_{0 \leq \tau \leq 1} (B(\tau) - z \ \tau) \geq a \right\} = e^{-2a(z + a)}, \quad (2.31)$$

where $a > 0, z > 0$. During the analysis, we approximate the arrival process of ON-OFF periodic sources with Gaussian processes, because we conjecture

![Figure 2.9: Block-diagram of the algorithm. In the figure it is assumed that the $L_i$ values are calculated on-line, or read from tables calculated off-line.](image-url)
that closed form solutions, similar to Eq.(2.31) can be obtained. As we can see below, we can deduce the validity of the hyper-plane approximation from closed forms.

2.5.1 Same TTIs and “always ON” sources

The superposition of different traffic classes with the same period $TTI_i = TTI$ and the same activity factor $\alpha_i = 1$ for all classes $(i = 1, \ldots, K)$ results in [26]:

$$A(t) = \sum_{i} N_i b_i \frac{t}{TTI} + \sqrt{\sum_{i} N_i \rho_i^2 \mathcal{B} \left( \frac{t}{TTI} - \left\lfloor \frac{t}{TTI} \right\rfloor \right)}.$$  \hspace{1cm} (2.32)

Scaling from $t \in [0, TTI]$ to $\tau \in [0, 1]$ we obtain

$$\Pr \left\{ \sup_{0 \leq t \leq TTI} \left( A(t) - C \, t \right) \geq C \, x \right\} = \Pr \left\{ \sup_{0 \leq \tau \leq 1} \left( \sum_{i} N_i \rho_i \tau + \sqrt{\sum_{i} N_i \rho_i^2 \mathcal{B} \tau} - C \, \tau \right) \geq C \, x \frac{TTI}{TTI} \right\}. \hspace{1cm} (2.33)$$

Applying Eq.(2.30) and Eq.(2.31):

$$Q(x) = \exp \left\{ - \frac{2 \, C \, x}{TTI \sum_{i} N_i \rho_i^2} \left( \frac{C \, x \, \frac{TTI}{TTI} + C - \sum_{i} N_i \rho_i}{TTI} \right) \right\}, \hspace{1cm} (2.34)$$

and the resulting admissible region is a hyper-plane in $N_i$:

$$Q(x) \leq \varepsilon_{\text{delayed}} \iff \sum_{i} N_i \left( \rho_i + \frac{\rho_i^2}{C} \frac{\gamma \, TTI}{2 \, x} \right) \leq C + \frac{C \, x \, \frac{TTI}{TTI}}, \hspace{1cm} (2.35)$$

where $\gamma = - \ln(\varepsilon_{\text{delayed}})$, and $\varepsilon_{i \text{delayed}} = \varepsilon_{\text{delayed}}$ for $i = 1, \ldots, K$.

The accuracy of the Brownian bridge approximation is good, especially for heavy traffic (for more information see [25] and Section 2.6.1). Note that since Eq.(2.31) is exact, the linearity of the true admissible region is justified by the inherent relation between the real arrival process and the Brownian bridge approximation. Therefore, applying the method in Section 2.4.1 means that we accept the validity of the linear admissible region, but calculate the edges with the exact values (i.e., using Eq.(2.18)) instead of the approximation Eq.(2.35).
2.5.2 Same TTIs but different activity factors

In this section we show that having heterogeneous activity factors (but still \( TTI_i = TTI; \ i = 1, \ldots, K \)) does not invalidate the hyper-plane approximation. Furthermore, a fast approximation of the hyper-plane is given, which can be used at the fast update of the TN matrix. Our objective is to find good, closed form approximations of Eq.(2.18) and Eq.(2.19).

For the ease of notation, assume first that there are \( N_i \) connections of a single traffic class (class \( i \)) in the system. We need to evaluate:

\[
\Pr \left\{ \sup_{0 \leq \tau \leq TTI} \left( \sum_{n_i=0}^{N_i} \mathcal{I}_{\{\# active = n_i\}} A_{n_i}^i(\tau) - C \ \tau \right) > C \ x \right\}. \tag{2.36}
\]

\( A_{n_i}^i (t) \) is the arrival process if the number of active connections is \( n_i \):

\[
A_{n_i}^i(t) = n_i \ b_i \ \frac{t}{TTI} + \sqrt{n_i} \ b_i^2 \ B \left( \frac{t}{TTI} - \left\lfloor \frac{t}{TTI} \right\rfloor \right). \tag{2.37}
\]

The sum in Eq.(2.36) represents a random sum of Gaussian processes, therefore it is typically not Gaussian. Still, in order to find a closed form solution, we will approximate it as a Gaussian process.

The second moment of process \( A_{n_i}^i(t) \) is:

\[
\mathbb{E} \left( (A_{n_i}^i(t))^2 \right) = n_i \ b_i^2 \ f(t) + n_i^2 \ \rho_i^2 \ t^2, \tag{2.38}
\]

where

\[
f(t) = \frac{t}{TTI} \left( 1 - \frac{t}{TTI} \right), \tag{2.39}
\]

if \( t \in [0, TTI] \). Then, the mean and the variance of the arrival process \( A_i(t) \), \( t \in [0, TTI] \) is:

\[
\mathbb{E}(A_i(t)) = \sum_{n_i=0}^{N_i} \Pi_i(n_i) \ n_i \ \rho_i \ t = \alpha_i \ N_i \ \rho_i \ t, \tag{2.40}
\]

and

\[
\text{Var}(A_i(t)) = \sum_{n_i=0}^{N_i} \Pi_i(n_i) \left( n_i \ b_i^2 \ f(t) + n_i^2 \ \rho_i^2 \ t^2 \right) - (\alpha_i \ N_i \ \rho_i \ t)^2 = \tag{2.41}
\]

\[
N_i \left( \alpha_i \ b_i^2 \ f(t) + \alpha_i \ (1 - \alpha_i) \ \rho_i^2 \ t^2 \right) = N_i \ b_i^2 \ \frac{\alpha_i \ t}{TTI} \left( 1 - \frac{\alpha_i \ t}{TTI} \right),
\]

which is the same as the variance function of a Brownian bridge over the interval \([0, TTI/\alpha_i]\).

Since we observe the arrival process only in \( t \in [0, TTI] \), we consider the auto-covariance function of the arrival process \( A_i(t) \) also in this interval
only. Let \( s, t \in [0, TTI], |s - t| < TTI \) and \( s < t \). When evaluating the auto-covariance function, the term:

\[
\mathbb{E} \left( \sum_{n_i=0}^{N_i} I_{\{\text{active}=n_i\}} A_n^\alpha(s) \cdot \sum_{n_j=0}^{N_j} I_{\{\text{active}=n_j\}} A_n^\beta(t) \right) \quad ; i, j = 1, \ldots, K, \tag{2.42}
\]

simplifies to:

\[
\mathbb{E} \left( \sum_{n_i=0}^{N_i} I_{\{\text{active}=n_i\}} A_n^\alpha(s) \cdot A_n^\beta(t) \right) \quad ; i = 1, \ldots, K, \tag{2.43}
\]

because within one period (within one \(TTI\)) we can consider that Eq. (2.42) is not zero only if \(i = j\). Therefore, the auto-covariance function can be obtained similarly to the variance function with the following result:

\[
\text{Cov} \left( A_i(t), A_i(s) \right) = N_i b_i^2 \frac{\alpha_i}{TTI} \left( 1 - \frac{\alpha_i}{TTI} \right). \tag{2.44}
\]

which is the same as the auto-covariance function of a Brownian bridge over the interval \([0,TTI/\alpha_i]\).

Therefore, the arrival process in \(t \in [0,TTI]\) having \(K\) traffic classes can be approximated by a Gaussian process as:

\[
A(t) = \sum_{i=1}^{K} N_i \alpha_i b_i \frac{t}{TTI} + \sum_{i=1}^{K} \sqrt{N_i b_i^2} B_i \left( \frac{\alpha_i}{TTI} \right). \tag{2.45}
\]

For this arrival process, as it is shown in Appendix A, \(Q(x)\) can be approximated as:

\[
Q(x) \approx \exp \left\{ -\frac{2 C x}{TTI \sum_i N_i \alpha_i \rho_i^2} \left( C x \frac{\sum_i N_i \alpha_i^2 \rho_i^2}{TTI \sum_i N_i \alpha_i \rho_i^2} + C - \sum_i N_i \alpha_i \rho_i \right) \right\}, \tag{2.46}
\]

and the resulting approximation of the admissible region is:

\[
\sum_i N_i \left( \alpha_i \rho_i + \frac{\alpha_i \rho_i^2}{C} \frac{\gamma TTI}{2 x} \right) \leq C + \frac{C x}{TTI} \sum_i N_i \alpha_i^2 \rho_i^3 \tag{2.47}
\]

This approximation is good (see Section 2.6.1), and this region is practically linear in \(N_i\). The right hand side depends on \(N_i\), but it is easy to check that if the region is not linear, it tends to be convex. Therefore, the hyper-plane approximation is justified. Also note, that Eq. (2.47) can be used for the fast update of the \(TN\) matrix as follows:

\[
TN_{ij} \approx \frac{C}{\alpha_i} \left( TTII_j + \alpha_i y \right) \left( 1 - \frac{b_i \ln \left( \frac{\varepsilon_d}{\gamma} \right)}{2 C y} \right)^{-1}, \quad y = \tilde{D}_j - \frac{b_i}{C}. \tag{2.48}
\]
2.5.3 Effect of having different TTIs

In this section we show that having different TTIs does not invalidate the hyper-plane approximation.

Consider two classes with different TTIs, $TTL_1 > TTL_2$ and $TTL_1 = k \cdot TTL_2$, where $k = 2, 4$ or 8 in UMTS. The activity factors of the classes are 1 ($\alpha_1 = \alpha_2 = 1$). In this case Eq. (2.30) takes the following form:

$$Q(x) = \Pr \left\{ \sup_{0 \leq \tau \leq TTL} \left( c_1 B_1 \left( \frac{\tau}{TTI_1} \right) + c_2 B_2 \left( \frac{\tau}{TTI_2} - \left| \frac{\tau}{TTI_2} \right| \right) - c_3 t \geq c_4 x \right) \right\},$$

(2.49)

where $B_1(t)$ and $B_2(t)$ are independent Brownian bridges, $c_1$, $c_2$, $c_3$ and $c_4$ are non-negative, real constants. It can be seen that the arrival process does not have independent increments in $[0, TTL_1]$, because the class with $TTL_2$ has $k$ periods with exactly the same trajectories within $[0, TTL_1]$. Therefore, this distribution function can not be obtained in a closed form. Instead of evaluating Eq. (2.49), we consider upper and lower bounds.

A lower bound to $Q(x)$ is obtained by taking the supremum in Eq. (2.49) only over $[0, TTL_2]$ instead of $[0, TTL_1]$. This is equivalent to evaluating the modified system where $TTI_1^{low} = TTL_1^{low} = TTL_2$, $\alpha_2^{low} = 1$ and $\alpha_1^{low} = TTL_2/TTI_1$. Note that, if $N_1$ is small enough, such that all packets from class 1 do not overload the system in TTL_2 (i.e., if $N_1 \cdot b_1 / TTL_2 \leq C$), this is not a lower bound, but yields exactly $Q(x)$. It means that for small $x$ values (i.e., strict delay requirements such that the achievable utilization is low) the lower bound equals the exact solution, therefore the hyper-plane approximation is good.

An upper bound to $Q(x)$ can be obtained by evaluating the modified system with $TTI_2^{up} = TTL_1^{up} = TT_1$, $N_1^{up} = N_1$ and $N_2^{up} = N_2 \cdot TTL_1 / TTL_2$.

The left hand side of Eq. (2.47) is the same for the two bounds, and as $x \rightarrow 0$ the difference between the bounds (i.e., the second term on the right hand side of Eq. (2.47)) disappears. Therefore, for strict delay requirements the hyper-plane approximation is good. If $x \rightarrow TTL_2$, then already the overload-limited region corresponding to Eq. (2.15) constrains the admissible region.

In Figure 2.10, the above thoughts are demonstrated using an example. The meaning of the labels are the following: “CAC” is the admissible region calculated by the proposed algorithm, “CAC: check delay only” is the region calculated by checking only the delay violation as proposed in Section 2.4.1, “upper bound” is the hyper-plane approximation calculated using the lower bound to $Q(x)$, and “lower bound” is the hyper-plane approximation calculated using the upper bound to $Q(x)$.

If $\bar{D} = 5$ ms, then $N_1 \cdot b_1 / TTL_2 \leq C$ for all mixes, therefore the upper bound is exact. If $\bar{D} = 15$ ms or $\bar{D} = 20$ ms, then already the overload-limited region constrains the admissible region.
Figure 2.10: Example for the hyper-plane approximation for different TTI; $C = 1980$ kbps, $TTI_1 = 80$ ms, $b_1 = 3600$ bit, $TTI_2 = 20$ ms, $b_2 = 1800$ bit, $D_1 = D_2 = 5, 10, 15, 20$ ms, $\bar{\varepsilon} = 1 \%$

### 2.6 Numerical examples

In this section, different approximations for calculating the $TN$ matrix are compared by numerical examples, and example admissible regions are presented.

In the examples, three traffic classes are considered with the following traffic descriptors and QoS requirements: $TTI_1 = 20$ ms, $b_1 = 336$ bit, $\alpha_1 = 0.65$, $TTI_2 = 10$ ms, $b_2 = 1512$ bit, $\alpha_2 = 0.85$, $TTI_3 = 40$ ms, $b_3 = 2688$ bit, $\alpha_3 = 1$, $D_1 = 5$ ms, $D_2 = 8$ ms, $D_3 = 20$ ms, $\bar{\varepsilon} = 0.001$. The link capacity is $C = 1920$ kbps.

#### 2.6.1 Comparison of different approximations

The accuracy of three alternatives for the calculation of the $TN$ matrix are compared. The probability of temporary system overload (according to Eq. (2.15)) is computed with the exact method. The three alternatives for calculating the $TN$ values are the following:
• Alternative A: $TN$ values are calculated with Eq. (2.18), and the delay violation probability in Eq. (2.18) is calculated with Eq. (2.21). This alternative is the most accurate, but it requires the most computation effort.

• Alternative B: $TN$ values are calculated with Eq. (2.18), and the delay violation probability in Eq. (2.18) is calculated with Eq. (2.34). This alternative uses the Brownian bridge approximation, so it is less accurate than A, but it also requires less computation effort.

• Alternative C: $TN$ values are calculated with Eq. (2.48). This alternative is expected to be less accurate than A and B, but it is a closed form, so it requires the least computation effort.

Admissible regions using the three alternatives were calculated, and the probabilities of delay criterion violation ($\varepsilon_i(i = 1, \ldots, K)$ for the traffic mixes on the surface of the admissible region were simulated. Denote by $\varepsilon_i(j)$ the measured delay criterion violation probability for class $i$ having traffic mix $j$ (i.e., traffic mixes are indexed). We constructed the vector $\varepsilon^{max}$ such that the $j$-th element of it is:

$$\varepsilon^{max}[j] = \max_i \varepsilon_i(j), \quad j = 1, \ldots, M^{alt}, \quad i = 1, \ldots, K,$$

(2.50)

where $M^{alt}$ is the number of mixes on the surface of the admissible region when using alternative $alt$ ($alt = A$, $B$ or $C$). Figure 2.11 shows three histograms created from $\varepsilon^{max}$ vectors obtained using alternatives A, B and C.

Figure 2.11: Histograms of delay criterion violation probabilities comparing calculation alternatives A, B and C
Denote by $D_i(j) (i = 1, \ldots, K; j = 1, \ldots, M_{dt})$ the delay value that is exceeded in the simulations only with the target delay criterion violation probability $\bar{\epsilon}_i$. For each traffic class, the worst delay value is:

$$D_i^{\max} = \max_j D_i(j), \quad i = 1, \ldots, K, \quad j = 1, \ldots, M_{dt}. \quad (2.51)$$

Table 2.1: $D_i^{\max}$ values for the example of Figure 2.11

<table>
<thead>
<tr>
<th></th>
<th>$D_1^{\max}$</th>
<th>$D_2^{\max}$</th>
<th>$D_3^{\max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4.9 ms</td>
<td>8.4 ms</td>
<td>13.8 ms</td>
</tr>
<tr>
<td>B</td>
<td>6.0 ms</td>
<td>8.9 ms</td>
<td>13.8 ms</td>
</tr>
<tr>
<td>C</td>
<td>6.0 ms</td>
<td>9.0 ms</td>
<td>13.7 ms</td>
</tr>
</tbody>
</table>

From Figure 2.11 and Table 2.1 we see that alternative A is conservative, i.e., with a few exceptions the target delay criterion violation probability ($\bar{\epsilon} = 0.001$) is fulfilled. Alternatives B and C are less accurate than A, because they use the Brownian bridge approximation, which is only accurate if the number of sources is large (say above 20). Note that the fastest alternative C is not significantly more inaccurate than B. In other words, it means that the Brownian bridge approximation (at least for a low number of sources) introduces more approximation error than the Gaussian approximation described in Section 2.5.2.

We propose to use alternative A if the number of acceptable sources from a class is less than a certain limit (for example 20). If the number of sources is large (say above 100), the use of C is preferred. Also the fast update of the TN matrix (see Section 2.4.3) should be performed using C. Otherwise, B may be used.

### 2.6.2 Example admissible regions

In Figure 2.12 and Figure 2.13 admissible regions are presented together with simulations of the traffic mixes on the surface of the regions. These admissible regions have been obtained using the proposed CAC algorithm (using calculation alternative A, see Section 2.6.1). For the same examples, admissible regions obtained using simulations are shown in Figure 2.14.

It can be seen that the borders of the admissible region are really hyperplanes. Except some rare cases, the proposed CAC is conservative. In case of small links (for example, Example 2 in Figure 2.13), the calculation of TN as proposed in Section 2.4.1 can be too conservative. In this case, values of TN can be small, and therefore it can be a problem that the elements of TN are integers. For example, if there are large bearers in the system, such as class 2 in this numerical example, $TN_{ij} = 4$ can result in a significantly smaller admissible region than $TN_{ij} = 5$. This problem may be solved with
an interpolation method (see [J6] for more details) by allowing elements of \( TN \) to take real values. For example, if the algorithm calculates that \( TN_{ij} \) is between 4 and 5, then instead of accepting the conservative value 4, one may use interpolation to find a more accurate (but still conservative) value between 4 and 5. If alternative C is used, \( TN_{ij} \) values are not integers, and thus interpolation is not needed.

## 2.7 Conclusion

A queueing model for the user traffic on the UTRAN Iub interface has been introduced and verified by simulations. Using the traffic model, analysis methods have been investigated and an efficient connection admission control algorithm has been developed.

The conditions of accepting a newly arriving connection are Eq.(2.22) and Eq.(2.29).

To check the condition given by Eq.(2.22), the hyper-plane approximation has been developed. The hyper-planes can be determined by evaluating Eq (2.18). For performing this evaluation efficiently, a closed form formula has been given by Eq.(2.48). The approximations used by the algorithm have been validated both by analytical considerations and by simulations. Particularly, the hyper-plane approximation has been validated by analytical means using Eq (2.47).

The condition given by Eq.(2.29) can be evaluated with the help of inequalities Eq.(2.23) and Eq.(2.24), and with the extension method presented at the end of Section 2.4.2.
Figure 2.12: Example 1, left: admissible region obtained with the CAC ($C = 1920$ kbps), right: simulated delay violation probabilities for the mixes on the surface

Figure 2.13: Example 2: same as Figure 2.12, but with $C = 1024$ kbps

Figure 2.14: Simulated admissible regions for Example 1 and Example 2
Chapter 3

Mobility and traffic analysis for WCDMA networks

In cellular mobile communication systems, the mobility of vehicles affects some important parameters, such as handover rates, channel occupancy times and blocking probabilities. The work presented in this chapter is based on a model proposed by Nakano et al. [13] that suggests a convenient and practical approach to build an analytic traffic model, which also includes the effect of vehicle mobility.

This model is extended for CDMA networks, where the handover is of the so-called “soft handover” type. Performance measures like soft handover rates, soft handover type distributions and the offered communication traffic per cell, etc., are obtained. It is also explained how the model could be used for design and analysis of 3rd generation WCDMA systems.

3.1 Introduction

As today’s cellular operators move to increase the number of services they offer to subscribers – e.g., by integrating wireless access to the Internet – new technologies are required in their systems. Third generation cellular networks [34] are designed to offer:

- increased capacity within their existing spectrum allocation,
- higher capacities and lower system design costs per subscriber,
- new subscriber features and integrated (voice and data) services, which will help the operators to increase their market penetration.

Code Division Multiple Access (CDMA) is regarded as the most suitable multiple access technology to fulfill the above requirements, and Wideband CDMA (WCDMA) [6] is capable to serve the new, high data rate wireless multimedia demand.
The model presented by Nakano et al. in [13] offers a convenient and practical approach to build an analytic traffic model, which also includes the effect of vehicle mobility. In [13], the method was presented for cellular networks, in which the handover is of the so-called “hard handover” type.

In this chapter, the above model is extended to a CDMA cellular network, where the significant part of the handovers is of the “soft handover” type. Soft handover means that a mobile terminal can communicate with more than one base station at the same time. (For a thorough discussion of the advantages and disadvantages of soft handover see [35].) The consequence of this is that the traffic load on the fixed access network will not only (or mostly) depend on the call intensity, but the distribution of the number of legs a mobile is connected to the network with will also have a significant effect. For example, a call that is served by three base stations for some time will be (during that time) carried over three separate RAB connections (see also Chapter 2) in the fixed network up to the so-called Diversity Handover unit (DHO), which combines the information stream on the three connections into one single connection.

![Figure 3.1: UTRAN Architecture](image)

In the model, a road system is defined and covered with overlapping CDMA cells. The vehicle traffic on this road system is described by a vehicle traffic matrix. The vehicle traffic is routed over the road system, and the vehicle traffic load and the vehicle speed on different streets are calculated.
Calls are generated to/from the vehicles as a Poisson process. Different call classes are defined in the model, which makes possible to investigate integrated-services WCDMA systems. Soft handover rates, the offered communication traffic per cell, blocking probabilities and also the distribution of the offered traffic with different number of legs (i.e., different number of connections per call) are obtained. The method also gives a possibility to estimate the offered user-plane traffic between Radio Network Controllers (RNCs) in UMTS access networks (i.e., on the Iur interface, see Figure 3.1).

3.1.1 Overview of the literature

Several papers have been written about mobility modeling and spatial traffic distribution in cellular networks. First we give an overview of the literature that is most relevant to our work, then the objectives and goals of our work are discussed.

In [36], many aspects of mobility modeling in third generation mobile systems are considered, giving an overview and a starting point for the interested reader. In [37] and [38], cells are divided into soft handover regions and calls are uniformly generated in a cell. As a result, the probability distribution function of total sojourn times in the soft handover region of a given cell during a channel holding time is obtained by analytical calculations. In these works, the mobile can move up, down, left and right, changing its speed M times during a call (where M is a geometrically distributed random variable) according to a uniform distribution over $[0, V_{max}]$. Applying these distributions, it is difficult to find parameters such that they fit to real measurements. Especially, vehicular traffic is difficult to model, since the effects of a road map (directions, speeds, vehicular traffic hot spots, etc.) are difficult to take into account. Mobility and traffic analysis in a road network model for cellular systems featuring hard handover is presented in [13]. Since this model uses elements of both transportation engineering and teletraffic engineering, it takes a considerable step towards practical application. An analytic traffic model is proposed in [39] to estimate the soft handover rate in CDMA cellular systems. As a limitation, a mobile can have at most two simultaneous connections (to two base stations) at a time. The call generation rate in the different regions (handover or non-handover) depends on the ratio of the areas of regions and cells. The main result is the analysis of the sensitivity of the handover rate when varying the cell radius, the speed of mobiles and the activity of the users. In [40], the authors present a mathematical formulation for systematic tracking of the random movement of a mobile station in a cellular environment. Based on this detailed formulation, a computer simulation is developed to obtain the behavior of different mobility-related parameters (e.g., the handover rate). An analysis of data obtained by simulation shows that the generalized gamma distribution function is a good approximation for the cell residence time distribution.
However, the results in [41] indicate that it is not the residence time distribution, but it is its mean that influences teletraffic results. Therefore, classical Markovian methodology (applied also in our work) has a chance to be valid and useful in practical analysis. In [42], it is emphasized that spatial teletraffic characterization is essential for planning and dimensioning of mobile communication systems. A geographic traffic model is presented, that makes it possible to involve demographical and geographical factors into teletraffic modeling. However, the evaluation of the performance measures related to handovers is not incorporated in this model.

3.1.2 Our work

Our objective is to extend the model presented in [13] for CDMA networks. The model is applied to problems arising in CDMA networks (soft handover modeling), as well as problems arising specifically in WCDMA networks (user-plane traffic estimation on the Iur interface). Our contribution is that we allow overlapping cells, and we consider soft handover instead of hard handover.

The chapter is organized as follows. In Section 3.2.1, a road network model and a method for estimation of the vehicular traffic volume on the road network are explained. Section 3.2.2 gives a summary of all the simplifying assumptions we consider in the model. In Section 3.2.3, closed form solutions of the connection arrival rate and the residence time in a soft handover region (SHR) are given and the relations between these parameters are shown. In Section 3.2.4, it is shown how the parameters achieved that far can be used to estimate inter RNC traffic. The probability distribution of the channel occupancy time in a cell is given in Section 3.2.5. By assigning capacity to each cell, in Section 3.2.5, we obtain the blocking probability and the offered traffic load on each cell in each call class by applying a recursive method. The handover intensity in a cell is also given in Section 3.2.5. Section 3.2.6 presents a simple numerical example. Finally, conclusions are drawn in Section 3.3.

3.2 Description of the model

In [13], Nakano, Saita and Sengoku proposed a method to analyze the mobile communication traffic on a road systems model. We have chosen this model as the basis of our work, because it operates with realistic parameters, and thus results obtained with the solution of this model might be used to draw conclusions in real-life situations. In their work, the road network is covered by non-overlapping hexagonal omnicells. This cell layout assumes adjacent cells with common boundary, therefore it enables to analyze only the handovers of the so-called hard handover type. In our work, we changed this cell structure by applying circle-shaped and overlapping cells, where the
significant part of the handovers is of the soft handover type. This change considerably increases the complexity of the analysis, because a mobile can use the resources of several base stations at the same time, depending on which area it moves. As we will show in the present section, this extension proves to be useful, because many new WCDMA-related performance parameters can be obtained.

### 3.2.1 Road systems model and traffic flow estimation

From the viewpoint of the mobility, the road network characterizes the geographical area under study. In our model, we consider only one transport mode, let us say vehicular traffic that flows over the specified road network between different traffic sources and absorption points. Pedestrian mobility is not considered, but we believe it is straightforward to include.

The road system can be modeled by a graph, where the links of the graph represent the *streets* and the nodes of the graph can be *junctions* that represent crosses in the road system, or the so-called *centroids* that represent the origin and the destination of the traffic flows on the road system. Figure 3.2 shows an example.

![Road network diagram](image)

**Figure 3.2: A road network in a target area**

Traffic flow on the road network of the target area is surveyed in advance. At the beginning of the survey the target area is divided into *zones*. Since the division is based on geographic, population and transport characteristics, these zones usually differ from radio zones such as cells in cellular systems. The vehicular traffic volume flowing from a zone to another zone is measured for each pair of zones. The results of this survey are usually represented by *Origin-Destination tables* (O-D tables) – for example, Table 3.1 in Section 3.2.6.

The location of the centroids can have a notable influence on the accuracy of the model. Teletraffic models of wireless systems typically use a
hierarchical approach, meaning that movements are characterized at different scales, for example: within a metropolitan area, within a national area, and at the international level [36]. Within such a modeling framework, the San Francisco Bay Area has been divided into zones, and a gravity model has been applied to derive the vehicle traffic matrix among the zones [43]. The parameters of the gravity model (the movement attraction and movement generating potentials of a zone, and the gravity constant) were tuned based on measurements. It has been reported that the parameter fitting could be done with a high accuracy.

For our model, the location of the centroids and the respective O-D table could be found using the above mentioned gravity model. A trivial alternative solution would be to put centroids at the ends of each street, and fill the O-D table based on simple per-street vehicle traffic counting.

We distinguish two kind of centroids:

- each zone of the target area has its own centroid placed inside the zone, which represents the origin and the destination of the zone itself (see Figure 3.2),
- other centroids, which exist on the edge of the target area, represent traffic flows from/to the zones out of the target area. (In Figure 3.2 the target area consists of 4 zones.)

Each element $OD_{ij}$ in the O-D matrix (see Table 3.1) is the vehicular traffic volume defined as the number of vehicles moving from centroid $c_i$ to centroid $c_j$ during a unit time (e.g., rush hour). To determine which routes these vehicles move along towards their destination, we use an incremental traffic assignment method (details can be found in Appendix B), but other algorithms could also be used. With this algorithm, the vehicular traffic is routed over the road network and the vehicular traffic load on all the streets are calculated.

The road network is covered by intersecting circle-shaped cells. The intersection of the circles and the links of the graph will be called imaginary nodes. We thus consider a new graph representing our road system, where the nodes of the graph can be centroids, junctions or imaginary nodes and the links of the graph are some parts of the original streets (links between junctions and/or centroids) divided by the imaginary nodes. The cells are overlapping, and the overlapped regions are called soft handover regions (SHR). For simplicity, in this Chapter we assume that a mobile under soft handover can communicate with maximum three base stations at the same time (a soft handover region can be in the intersection of one, two or three cells), see Figure 3.3.
3.2.2 Notations and assumptions

Figure 3.3 shows examples of the notation introduced below. (The meaning
of notation \( t_i^{j,r,j} \) is explained later, in Section 3.2.5.)

With some routing algorithm used on the O-D table (see Appendix B)
we can get the routes \( r = 1, \ldots, R \) and the \( Q_r \) traffic volumes for each route
\( r \). In Figure 3.3 the vehicles move from left to right (from the Origin to the
Destination).

Along route \( r \) we have soft handover regions

\[
SHR_1^r, \ldots, SHR_j^r, \ldots, SHR_J^r,
\]

listed in order of appearance (some soft handover regions can appear in the
list more than once depending on the line of the route). For example, \( SHR_3^r \)
is the third SHR along route \( r \).

![Diagram showing hierarchy of sections on route \( r \)](image)

For each \( SHR_j^r \) we define the characteristic set as:

\[
Z_{j,r} = \{ \text{cells containing } SHR_j^r \} = \{ z_1^{j,r}, \ldots, z_{K_j,r}^{j,r} \},
\]

where \( SHR_j^r \) is overlapped exactly by cells \( z_1^{j,r}, \ldots, z_{K_j,r}^{j,r} \), and therefore the
number of those cells is \( K_{j,r} = 1, 2, \) or 3. For example, \( z_1^{j,r} \) identifies
the first cell that covers \( SHR_j^r \) along route \( r \). In Figure 3.3, we note that 
\[ z_2^{j-1,r} = z_1^{j+1,r} = z_1^{j+2,r} \]
because the second cell that covers \( SHR_{j-1}^r \) along route \( r \) is the same as the first cell that covers \( SHR_j^r \) along route \( r \), or the first cell that covers \( SHR_{j+1}^r \) or the first that covers \( SHR_{j+2}^r \).

Finally, the smallest undivided section of route \( r \) is a link, which can begin and end in an imaginary node, a junction or a centroid. On the route \( r \), \( SHR_j^r \) contains the links 
\[ l_{i,r}^{j,r}, \ldots, l_{i_1,r}^{j,r}, \ldots, l_{j,r}^{j,r}. \]

In the example of Figure 3.3, \( SHR_j^r \) contains the links \( l_{1,r}^{j,r} \) and \( l_{2,r}^{j,r} \), which means that in this particular case \( I_{j,r} = 2 \).

During the analysis we will apply some set operations. From theory of sets: \( x \in X \) (\( X \ni x \)) means that element \( x \) is in set \( X \) (set \( X \) owns element \( x \)), \( Y \subseteq X \) (\( X \supseteq Y \)) means that \( Y \) is a subset of set \( X \) (set \( X \) contains set \( Y \) as a subset).

**Assumptions**

The model parameters and the assumptions are the following:

- The road network in the target area is covered by circle-shaped and intersecting cells with radius \( R_0 \). \((A1)\)

- The centers of the adjacent cells are placed as the vertices of a regular triangle. The distance between the centers of the adjacent cells (the base stations are placed in the middle of the cell and have omnidirectional antennas) is \( D \). \((A2)\)

- Consider that we have \( N_{cell} \) cells and cell \( z \) (\( z = 1, \ldots, N_{cell} \)) has a capacity of \( S_z \) channels. \((A3)\)

- One transportation mode is considered (vehicular traffic) and the traffic volume flowing from a centroid to another is given in form of the O-D table. \((A4)\)

- The speed of the vehicles on the streets is given by the load-speed profile (see Figure 3.6 later) and is assumed to be constant on a street \((v(x) \text{ stands for the speed on street } x)\). \((A5)\)

- The length of each street and each link is given in advance \((L(x) \text{ stands for the length of street or link } x)\). \((A6)\)

- The traffic volumes and the speed of the mobile terminals on the links connected by an imaginary node are equal. \((A7)\)

- The distribution of vehicles on a street is uniform. \((A8)\)
• We distinguish \( C \) different call classes. Call class \( c (c = 1, \ldots, C) \) is characterized by the call arrival rate \( \lambda_c \), the holding time \( h_c \) and the bandwidth \( b_c \). \((A9)\)

• If there are \( n \) vehicles in a cell, then the arrivals of calls of class \( c \) form a Poisson process with rate \( n \cdot \lambda_c \) (the number of vehicles in the rush hour in a cell is sufficiently larger than the number of channels in the cell). \((A10)\)

• The holding time of a call of class \( c \) is an exponential random variable with mean \( h_c \). \((A11)\)

• The arrival rate of calls originating outside the target area and then entering the target area are given in advance at the centroids on the border (\( \lambda_0^b(p) \) for call class \( c \) at centroid \( p \)). \((A12)\)

• The handover operation is of soft handover type (if an active mobile crosses a soft handover region border, we will say its call is “handed over” to the next soft handover region). A soft handover call is not blocked, if at least one of its soft handover legs is not blocked. \((A13)\)

Assumptions \((A1)\) and \((A2)\) were taken only to simplify implementation and to ease understanding. The model works for all topologies, where the cell and SHR boundaries can be identified.

### 3.2.3 Soft handover region parameters

From [13] we know that the probability that a new call of class \( c \) generated on link \( l_i^{j,r} \) successfully reaches the soft handover region boundary between \( SHR_{j}^{r} \) and \( SHR_{j+1}^{r} \) is:

\[
p_e^{new}(SHR_{j+1}^{r} \mid l_i^{j,r}) = \frac{h_c}{t_i^{j,r}} e^{-\frac{r_{j}^{j,r}}{h_c}} (1 - e^{-\frac{r_{j}^{j,r}}{h_c}}),
\]

(3.1)

for \( 1 \leq j < J_r \), where

\[
t_i^{j,r} = \frac{L(l_i^{j,r})}{v(l_i^{j,r})}
\]

(3.2)

is the whole traveling time on \( l_i^{j,r} \) \((L(l_i^{j,r}) \) is the length of link \( l_i^{j,r} \) and \( v(l_i^{j,r}) \) is the speed on link \( l_i^{j,r} \) that equals the speed on the whole street containing this link), and

\[
T_i^{j,r} = \sum_{h=i+1}^{t_{j,r}} t_h^{j,r}
\]

(3.3)

is the traveling time from the boundary of \( l_i^{j,r} \) and \( l_{i+1}^{j,r} \) to the boundary of \( SHR_{j}^{r} \) and \( SHR_{j+1}^{r} \).
The proportion of the arrival rate of new calls of class \( c \) on \( l_i^{j,r} \) that gets connected to the set of base stations \( Z \subseteq Z_{j,r} \) is:

\[
Z \lambda_c^{new}(l_i^{j,r}) = \lambda_c Q_r L(l_i^{j,r}) \ Z P_c(SHR_{j}^r) = \lambda_c Q_r \ t_i^{j,r} \ Z P_c(SHR_{j}^r), \quad (3.4)
\]

where \( Q_r \) is the vehicle traffic volume on route \( r \) (measured in [vehicles/hour]), and

\[
Z P_c(SHR_{j}^r) = \prod_{z \in Z} \left( 1 - B_c(z) \right) \prod_{s \in Z_{j,r} \setminus Z} B_c(s), \quad (3.5)
\]

where \( B_c(z) \) is the blocking probability of \( c \)-type calls in cell \( z \) (the proportion of new call intensities \( \lambda_c^{new}(l_i^{j,r}) \) corresponds to the blocked portion of calls, \( Z = \emptyset \)), see Section 3.2.5 for the calculation of the blocking probabilities.

Remark: The arrival rate of new calls of class \( c \) on \( l_i^{j,r} \) is:

\[
\lambda_c^{new}(l_i^{j,r}) = \sum_{Z \subseteq Z_{j,r}} Z \lambda_c^{new}(l_i^{j,r}). \quad (3.6)
\]

Note that \( \lambda_c^{new}(l_i^{j,r}) \) is the call arrival rate corresponding to the infinite cell capacity case like in [13] (no blocking, \( B_c(z) = 0 \) for all cells \( z = 1, \ldots, N_{cell} \)) and also notice that

\[
Z \lambda_c^{new}(l_i^{j,r}) = \lambda_c^{new}(l_i^{j,r}) \ Z P_c(SHR_{j}^r). \quad (3.7)
\]

Suppose that a new call of class \( c \) originates in \( SHR_{j}^r \) from a vehicle moving along route \( r \). Then the probability that this new call originates on \( l_i^{j,r} \) is:

\[
p_c(l_i^{j,r}) = \frac{\lambda_c^{new}(l_i^{j,r})}{\sum_{h=1}^{l_{j,r}} \lambda_c^{new}(l_h^{j,r})} = \frac{\lambda_c Q_r \ t_i^{j,r}}{\sum_{h=1}^{l_{j,r}} \lambda_c Q_r \ t_h^{j,r}} = \frac{t_i^{j,r}}{T_0^{j,r}}, \quad (3.8)
\]

where \( T_0^{j,r} \) is the traveling time through \( SHR_{j}^r \) on route \( r \).

This results in the soft handover probability of new calls of class \( c \) from \( SHR_{j}^r \) (the probability that a call of class \( c \) originating in \( SHR_{j}^r \) successfully reaches the boundary of \( SHR_{j}^r \) and \( SHR_{j+1}^r \)) to be:

\[
p_c^{new}(SHR_{j+1}^r \mid SHR_{j}^r) = \sum_{i=1}^{l_{j,r}} p_c^{new}(SHR_{j+1}^r \mid l_i^{j,r}) p_c(l_i^{j,r}) =
\]

\[
= \frac{h_c}{T_0^{j,r}} \sum_{i=1}^{l_{j,r}} e^{-\frac{t_i^{j,r}}{h_c}} \left( 1 - e^{-\frac{t_i^{j,r}}{h_c}} \right). \quad (3.9)
\]

Notice that the above expression on the right is a telescopic sum (an expounded sum, where the terms have alternating signs following each other
and with the exception of the first and the last term, the others sum up to zero - the middle neighboring terms cancel each other out) with $T_{i-1}^{j_r} = T_i^{j_r} + t_i^{j_r}$ and with $T_{j_r}^{j_r} = 0$, thus we get

$$p_c^{\text{new}}(SHR_{j_r+1}^r \mid SHR_j^r) = \frac{h_c}{T_0^{j_r}}(1 - e^{-\frac{T_{j_r}^{j_r}}{h_c}}), \quad \text{for } 1 \leq j < J_r. \quad (3.10)$$

Next, consider the soft handover probability of soft handover calls of class $c$ from $SHR_j^r$, i.e., the probability that while moving on route $r$ the call of class $c$ enters $SHR_j^r$ (so it is “handed over” from $SHR_{j-1}^r$ to $SHR_j^r$) and successfully reaches the boundary of $SHR_j^r$ and $SHR_{j+1}^r$ (it is “handed over” to $SHR_{j+1}^r$) and that is:

$$p_c^{h_0}(SHR_{j+1}^r \mid SHR_j^r) = e^{-\frac{T_{j+1}^{j_r}}{h_c}}, \quad \text{for } 1 < j < J_r, \quad (3.11)$$

because of the assumptions (A9),(A10),(A11).

We still need the boundary conditions for the soft handover probabilities. Consider an ongoing call that enters the target area at the centroid in $SHR_1^r$ and moves from this centroid to the destination along route $r$. The problem is that the centroid is usually found inside the area rather than on the boundary of the cells of $Z_{1,r}$, thus the boundary conditions for the soft handover calls entering these cells are not straight-forward. Therefore, considering these types of handover calls, we assume that the first link of route $r$ is “lengthened backwards” to reach the boundary of one of the cells of $Z_{1,r}$. If the lengthened part is $d_r$ long, the traveling time of the new first street is:

$$T_{d_r}^{1,r} = \frac{d_r}{v(t_1^{j_r})} + T_0^{1,r}. \quad (3.12)$$

Thus we have the boundary condition:

$$p_c^{h_0}(SHR_1^r \mid SHR_1^r) = e^{-\frac{T_{d_r}^{1,r}}{h_c}}. \quad (3.13)$$

On the other hand, the calls in $SHR_{J_r}^r$ are not “handed over” to further soft handover regions, therefore

$$p_c^{\text{new}}(SHR_{J_r+1}^r \mid SHR_{J_r}^r) = 0, \quad (3.14)$$

$$p_c^{h_0}(SHR_{J_r+1}^r \mid SHR_{J_r}^r) = 0, \quad (3.15)$$

and thus the formulas for the soft handover probabilities are completed.

Let we define the Z-set call arrival rate of new calls of class $c$ in $SHR_j^r$ on route $r$ as the proportion of the call arrival rate of new calls of class $c$ in $SHR_j^r$ on route $r$ that get connected to the base station set $Z \subseteq Z_{j,r}$. The Z-set is similar to the “active set” in CDMA systems. The active
set contains the radio cells the mobile could be connected to, because the measured pilot signal strength is sufficient. The Z-set contains the cells the mobile is actually connected to. The Z-set call arrival rate of new calls can be calculated as:

\[
Z \lambda_c^{new}(SHR_j^r) = \sum_{i=1}^{I_j} \lambda_c Q_r \frac{T^{jr}_i}{T^{jr}_0} Z P_c(SHR_j^r).
\] (3.16)

Therefore we have:

\[
Z \lambda_c^{new}(SHR_j^r) = \lambda_c Q_r T^{jr}_0 Z P_c(SHR_j^r), \quad \text{for each } 1 \leq j \leq J_r.
\] (3.17)

The call arrival rate of new calls of class c in SHR_j^r is:

\[
\lambda_c^{new}(SHR_j^r) = \sum_{Z \subseteq Z_j^r} Z \lambda_c^{new}(SHR_j^r) = \lambda_c Q_r T^{jr}_0.
\] (3.18)

**Remark:** We have the following simple relationship for the Z-set call intensities of the newly initiated calls:

\[
Z \lambda_c^{new}(SHR_j^r) = \lambda_c^{new}(SHR_j^r) Z P_c(SHR_j^r).
\] (3.19)

Let us define the Z-set call arrival rate of soft handover calls of class c entering SHR_j^r (denoted by \(Z \lambda_c^{ho}(SHR_j^r)\)) as the proportion of the call arrival rate of soft handover calls of class c entering SHR_j^r that get connected to the base station set \(Z \subseteq Z_j^r, \) It consists of two parts, namely the newly initiated calls of class c in SHR_j^r and then “handed over” to SHR_j^r, and the calls of class c “handed over” from the previous soft handover region to SHR_j^r and then “handed over” further to SHR_j^r for 1 < j < J_r.

While reading the next four paragraphs, keep in mind that set Z is the base station set, and by definition Z \(Z_j^r \subseteq Z_j^r.\) (For example if \(Z_j^r = \{1, 2\},\) then Z \(Z_j^r \subseteq Z_j^r\) means that Z \(\{\emptyset, \{1\}, \{2\}, \{1, 2\}\}.)\) Furthermore, note that we try to describe the calculation of the Z-set call arrival rate of soft handover calls as general as possible, because it is useful if one wants to use different assumptions than our (A1) and (A2).

If SHR_j^r is covered by more cells than SHR_j^r-1, then the Z-set can remain the same, if the new cells block the connection setup request, or it can be extended with new cells, if at least one of the new cells does not block the request. Using the notations, for Z \(\notin Z_j^r \cup Z_j^r-1,\) if Z_j^r \(\subseteq Z_j^r,\) Z \(\lambda_c^{ho}(SHR_j^r)\) can be calculated as:

\[
Z \lambda_c^{ho}(SHR_j^r) = p_c^{new}(SHR_j^r | SHR_j^r-1) Z \cap Z_j^r-1, Z \lambda_c^{ho}(SHR_j^r-1) \times \prod_{z \in Z_j^r \setminus Z_j^r-1,} \left\{ (1 - B_c(z))I_{\{z \in Z\}} + B_c(z)I_{\{z \notin Z\}} \right\} +
\]

\[
+ p_c^{ho}(SHR_j^r | SHR_j^r-1) Z \cap Z_j^r-1, Z \lambda_c^{ho}(SHR_j^r-1) \times \prod_{z \in Z_j^r \setminus Z_j^r-1,} \left\{ (1 - B_c(z))I_{\{z \in Z\}} + B_c(z)I_{\{z \notin Z\}} \right\}.
\] (3.20)
because for the $Z \subseteq Z_{j,r}$ that contains a cell from the tighter characteristic set $Z_{j-1,r}$, the $Z$-set soft handover calls consist of exactly the $Z \cap Z_{j-1,r}$-set newly initiated and soft handover calls of $SHR^r_{j-1}$ that successfully reach $SHR^r_j$ and get blocked exactly by the required new cells in the looser characteristic set $Z_{j,r}$.

The example in Figure 3.4 refers to the above case and helps to understand notations.

![Figure 3.4: Example explaining the notations used in Eq.(3.20)](image)

In this example, the notations used in Eq.(3.20) have the following meaning:

- $Z_{j,r} = \{1, 2, 3\}$,
- $Z_{j-1,r} = \{1, 2\}$,
- $Z_{j,r} \setminus Z_{j-1,r} = \{3\}$,
- $Z \in \{\{1\}, \{2\}, \{1, 2\}, \{1, 3\}, \{2, 3\}, \{1, 2, 3\}\}$ and
- $Z \cap Z_{j-1,r} \in \{\{1\}, \{2\}, \{1, 2\}\}$.

The $Z$-set can not be entirely changed to a new set, i.e., for $Z \subseteq Z_{j,r} \setminus Z_{j-1,r}$, if $Z_{j-1,r} \subseteq Z_{j,r}$, we get:

$$Z_{j,r}^\lambda(SHR^r_j) = 0,$$

(3.21)

because for the $Z \subseteq Z_{j,r}$ that does not contain any cell from the tighter characteristic set $Z_{j-1,r}$, the $Z$-set soft handover calls do not exist (there are no calls in the previous SHR that can be “handed over” to $SHR^r_j$ in such way).

If $SHR^r_j$ is covered by less cells than $SHR^r_{j-1}$, then the $Z$-set can be reduced or emptied. If the $Z$-set is reduced but not emptied, i.e., for $Z \neq \emptyset$,
if \( Z_{j-1,r} \supseteq Z_{j,r} \), we get:

\[
Z \lambda^h_c(SHR^r_j) = \sum_{Z \subseteq Z_{j-1,r}} p^c_{nlw}(SHR^r_{j-1} | SHR^r_{j-1}) \sum_{Z \subseteq Z_{j-1,r}} S \lambda^c_{nlw}(SHR^r_{j-1}) + p^h_c(SHR^r_j | SHR^r_{j-1}) \prod_{Z \subseteq Z_{j-1,r}} S \lambda^h_c(SHR^r_{j-1}). \tag{3.22}
\]

because for the \( Z \subseteq Z_{j,r} \) not empty sets, the \( Z \)-set soft handover calls consist of all the \( S \)-set newly initiated and soft handover calls of the previous SHR (of looser characteristic set \( Z_{j-1,r} \)) for which \( S \) is looser than \( Z \) that successfully reach the boundary of \( SHR^r_{j-1} \) and \( SHR^r_j \) (no blocking can take place for calls “handed over” to \( SHR^r_j \) this way).

If the \( Z \)-set is emptied, i.e., for \( Z = \emptyset \), if \( Z_{j-1,r} \supseteq Z_{j,r} \), we get:

\[
\emptyset \lambda^h_c(SHR^r_j) = p^c_{nlw}(SHR^r_j | SHR^r_{j-1}) \prod_{Z \subseteq Z_{j-1,r}} S \lambda^c_{nlw}(SHR^r_{j-1}) + p^h_c(SHR^r_j | SHR^r_{j-1}) \prod_{Z \subseteq Z_{j-1,r}} S \lambda^h_c(SHR^r_{j-1}). \tag{3.23}
\]

because for the \( Z = \emptyset \), the blocked soft handover calls consist of all those non-blocked \( S \)-set newly initiated and soft handover calls arriving from the previous SHR, which successfully reach \( SHR^r_j \) (no new blocking again), such that \( S \) does not contain a cell from the tighter characteristic set \( Z_{j,r} \).

For the completion of this recursive formula we need to give the initial condition and that can be:

\[
Z \lambda^h_c(SHR^r_1) = Z \lambda^0_c(SHR^r_1) \frac{Q_r}{\sum_{\text{route } k \text{ starts in } SHR^r_i} Q_h}, \tag{3.24}
\]

for \( Z \subseteq Z_{1,r} \), where \( Z \lambda^0_c(SHR^r_1) = \lambda^0_c(p^r_1) Z P_c(SHR^r_1) \) and \( p^r_1 \) is the first centroid of route \( r \). Here I have assumed that the arrival rate of calls coming from outside the target area to \( SHR^r_1 \) is divided among the routes starting in the particular soft handover region in the proportion of the traffic volumes on these routes.

**Remark:** The call arrival rate of soft handover calls of class \( c \) entering \( SHR^r_j \) is:

\[
\lambda^h_c(SHR^r_j) = \sum_{Z \subseteq Z_{j,r}} Z \lambda^h_c(SHR^r_j), \tag{3.25}
\]

and it does not provide us with such a simple relation like Eq.(3.19) for the newly initiated call intensities (an analogous to Eq.(3.19) for the soft handover call intensities does not hold, for example because of Eq.(3.21)).
Remark: We derive the Z-set call arrival rates to be able to calculate inter RNC traffic (we need the 2-leg and 3-leg proportion of the call arrival intensities in the soft handover regions to calculate the user-plane traffic on the Iur interface, see Section 3.2.4). We also need to know the proportion of the blocked calls in some soft handover regions when calculating the offered traffic load for a cell, see Section 3.2.5.

We define the mean SHR residence time of call class c as the mean value of the holding time of the call of class c being in a specific SHR until the call is terminated or until it reaches the border of (is “handed over” to) the next SHR. The mean SHR residence time of call class c originated in SHR\(_r^j\) (from [13]) is:

\[
h_c^{\text{new}}(\text{SHR}^r_j) = h_c - \frac{h_c^2}{T_0^{\text{Jr}}} \sum_{i=1}^{J_r} e^{-\frac{t_j^{\text{Jr}}}{\lambda_c^i}} (1 - e^{-\frac{t_j^{\text{Jr}}}{\lambda_c^i}}),
\]

and since it includes a telescopic sum with:

\[
T_{i-1}^{\text{Jr}} = T_i^{\text{Jr}} + t_i^{\text{Jr}},
\]

we get:

\[
h_c^{\text{new}}(\text{SHR}^r_j) = h_c - \frac{h_c^2}{T_0^{\text{Jr}}} (1 - e^{-\frac{t_j^{\text{Jr}}}{\lambda_c^1}}), \quad \text{for } 1 \leq j < J_r. \tag{3.28}
\]

The mean SHR residence time of call class c “handed over” from SHR\(_r^{j+1}\) to SHR\(_r^j\) is:

\[
h_c^{\text{ho}}(\text{SHR}^r_j) = h_c (1 - e^{-\frac{t_j^{\text{Jr}}}{\lambda_c^j}}), \quad \text{for } 1 < j < J_r. \tag{3.29}
\]

The boundary conditions are:

\[
h_c^{\text{ho}}(\text{SHR}^r_1) = h_c (1 - e^{-\frac{t_j^{\text{Jr}}}{\lambda_c^1}}), \tag{3.30}
\]

because of the “backward lengthening” in the first cells of the route \(r\), and

\[
h_c^{\text{new}}(\text{SHR}^r_{j+1}) = h_c, \tag{3.31}
\]

\[
h_c^{\text{ho}}(\text{SHR}^r_{j+1}) = h_c, \tag{3.32}
\]

because the calls in the last cell of the route are not “handed over” to further SHRs.

Remark: Note that there is a simple relationship between the soft handover probability and the mean SHR residence time:

\[
h_c^{\text{new}}(\text{SHR}^r_j) = h_c (1 - p_c^{\text{new}}(\text{SHR}^r_{j+1} | \text{SHR}^r_j)), \tag{3.33}
\]

\[
h_c^{\text{ho}}(\text{SHR}^r_j) = h_c (1 - p_c^{\text{ho}}(\text{SHR}^r_{j+1} | \text{SHR}^r_j)), \tag{3.34}
\]
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where Eq.(3.33) stands because of Eq.(3.10) and Eq.(3.28); Eq.(3.14) and Eq.(3.31) and Eq.(3.34) stands because of Eq.(3.11) and Eq.(3.29); Eq.(3.13) and Eq.(3.30); Eq.(3.15) and Eq.(3.32), respectively.

We can calculate the \( Z\)-set traffic load for \( Z \subseteq Z_{j,r} \) for the call class \( c \) for each soft handover region \( SHR^j \) (defined as the proportion of the traffic load that is induced by the calls that get connected to the base station set \( Z \subseteq Z_{j,r} \)) by:

\[
Z Load_c(SHR^j) = Z \chi^new_c(SHR^j) h^new_c(SHR^j) + Z \chi^ho_c(SHR^j) h^ho_c(SHR^j),
\]

and thus the \( l \)-leg offered traffic load for any area (some soft handover regions together) can be calculated as the sum of those \( Z \)-set offered traffic loads of soft handover regions in the area for which \( |Z| = l \), for \( l = 0, 1, 2, 3 \).

### 3.2.4 User-plane traffic estimation on the Iur interface

Let \( RNC_1 \equiv \{1, \ldots, N_{cell}\} \) and \( RNC_2 \equiv \{1, \ldots, N_{cell}\} \) represent two disjoint cell sets that contain cells of two RNC-s \( (RNC_1 \cap RNC_2 = \emptyset \) and the corresponding cells are connected to \( RNC_1 \) and \( RNC_2 \) respectively). If an SHR is covered by two cells, which are in different cell sets, the traffic in that SHR appears on the Iur interface. The three-leg traffic gives one or two-legged traffic on the Iur interface depending on the route structure in the corresponding SHR. Using Eq.(3.35), we can get a lower bound for the traffic generated on the Iur interface between the two RNC-s:

\[
I_{\text{Iur}}^{\text{lower}}(RNC_1, RNC_2) = \sum_{z_1 \in RNC_1, z_2 \in RNC_2} \sum_{Z \subseteq Z_{j,r}} \sum_{c=1}^{C} Z Load_c(SHR^j) \times \left\{ I_{\{z_1, z_2 \in Z, |Z|=2\}} + I_{\{z_1, z_2 \in Z, |Z|=3\}} \right\},
\]

and an upper bound

\[
I_{\text{Iur}}^{\text{upper}}(RNC_1, RNC_2) = \sum_{z_1 \in RNC_1, z_2 \in RNC_2} \sum_{Z \subseteq Z_{j,r}} \sum_{c=1}^{C} Z Load_c(SHR^j) \times \left\{ I_{\{z_1, z_2 \in Z, |Z|=2\}} + 2 \cdot I_{\{z_1, z_2 \in Z, |Z|=3\}} \right\},
\]

where we summed up all those \( Z \)-set traffic loads of the soft handover regions, which are both in \( RNC_1 \) and \( RNC_2 \) (see the first two summations) for sets \( Z \subseteq Z_{j,r} \) that contain a cell of each RNC \( z_1 \in RNC_1, z_2 \in RNC_2 \), so the proper two and three-leg traffic loads (see the third summation and the indicator functions) for each call class (see the fourth summation). Note
that we need the blocking probabilities here implicitly in the Z-set traffic loads through the Z-set call arrival rates.

Notice that we could determine the exact value of the traffic on the Iur interface, but here we omit it because it is contagious to formulate it.

3.2.5 Cell parameters

Distribution of the channel occupancy time.

Consider the mean value of the cell residence time that is usually called channel occupancy time (it is the time during which an active call holds a channel in a cell).

Similarly to Eq. (3.28), the mean channel occupancy time of class calls originating in cell $z$ on route $r$ is:

$$h_{c}^{new}(z^{(r,j)}) = h_{c} - \frac{h_{c}^{2}}{T_{0}^{z,r,j}}(1 - e^{-\frac{T_{0}^{z,r,j}}{h_{c}}}),$$

(3.38)

where $z^{(r,j)}$ is the cell identified by the cell identifier $z$, and $(r,j)$ means that the computation is done on route $r$ over the section, which is covered by cell $z$ and contains $SHR_{j}^{r}$. (The index $j$ is needed, because it is possible that route $r$ goes through the area of cell $z$ more than once.) $T_{0}^{z,r,j}$ is the traveling time through cell $z$ on the section of route $r$ that contains $SHR_{j}^{r}$.

$$T_{0}^{z,r,j} = \sum_{i=1}^{l_{1,r,c}} t_{i}^{z,r,j} = \sum_{i=1}^{l_{1,r,c}} \frac{L(t_{i}^{z,r,j})}{v(t_{i}^{z,r,j})},$$

(3.39)

(see Figure 3.3). Similarly to Eq. (3.29), the mean channel occupancy time of class calls handed over to cell $z$ is:

$$h_{c}^{ho}(z^{(r,j)}) = h_{c}(1 - e^{-\frac{T_{0}^{z,r,j}}{h_{c}}}).$$

(3.40)

We can also derive the distribution of the channel occupancy time in the cell for the newly initiated calls of class $c$ as follows:

Let $\xi_{(c)}^{(r,c)}$ be the random variable of time required for a trip from the call originating point to the boundary of cell $z$ on the section of route $r$ that contains $SHR_{j}^{r}$. From assumption (A8) and denoting the random variable of the holding time of a class $c$ call by $\tau_{c}$, we can get the probability of $\{\xi_{(c)}^{(r,c)} < t\}$ given that $\{\tau_{c} > t\}$ and given that the class $c$ call is generated on $l_{i}^{z,r,j}$ as:

$$p_{c}(\xi_{(c)}^{(r,c)} < t \mid \tau_{c} > t, l_{i}^{z,r,j}) = \begin{cases} 0, & t \leq T_{i}^{z,r,j} \\ \frac{t - T_{i}^{z,r,j}}{t_{i}^{z,r,j}}, & T_{i}^{z,r,j} < t \leq T_{i-1}^{z,r,j} \\ 1, & T_{i-1}^{z,r,j} < t, \end{cases}$$

(3.41)
where
\[
T_i^{z,r,j} = \sum_{h=i+1}^{I_{z,r,j}} t_h^{z,r,j},
\]
(3.42)
for each \(i = 1, \ldots, I_{z,r,j} - 1\) and \(T_i^{z,r,j} = 0\).

On the other hand (similarly to the soft handover regions), the probability that a class \(c\) call is generated on \(l_i^{z,r,j}\) is equal to
\[
p_c(l_i^{z,r,j}) = \frac{t_i^{z,r,j}}{T_0^{z,r,j}},
\]
and thus unconditioning, we get
\[
Pr\{\xi_i^{z,r,j} < t \mid \tau_c > t\} = \sum_{i=1}^{I_{z,r,j}} p_c(\xi_i^{z,r,j} < t \mid \tau_c > t, l_i^{z,r,j}) p_c(l_i^{z,r,j}) =
\]
\[
= \frac{t}{T_0^{z,r,j}} - \sum_{i=1}^{I_{z,r,j}} \frac{T_i^{z,r,j}}{T_0^{z,r,j}} + \sum_{i=1}^{I_{z,r,j}} \frac{T_i^{z,r,j}}{T_0^{z,r,j}} = \frac{t}{T_0^{z,r,j}}.
\]

Introducing the density function of the above distribution, \(g_c^{z,r,j}(t) = \frac{1}{T_0^{z,r,j}}\), we can get for the \(\tau_c^{z,r,j}\) random variable (the channel occupancy time in cell \(z\) on route \(r\)):
\[
Pr\{\tau_c^{z,r,j} > t\} = \int_0^{T_0^{z,r,j}} g_c^{z,r,j}(s)ds \int_t^{\infty} \frac{1}{h_c} e^{-\frac{s}{h_c}} dh = \frac{T_0^{z,r,j}}{T_0^{z,r,j}} e^{-\frac{t}{h_c}}.
\]
(3.45)
Thus the probability distribution of \(\tau_c^{z,r,j}\) is:
\[
Pr\{\tau_c^{z,r,j} < t\} = 1 - \frac{T_0^{z,r,j}}{T_0^{z,r,j}} e^{-\frac{t}{h_c}},
\]
(3.46)
and the \(f_c^{z,r,j}\) probability density function of \(\tau_c^{z,r,j}\) is:
\[
f_c^{z,r,j}(t) = \frac{T_0^{z,r,j}}{T_0^{z,r,j} h_c} e^{-\frac{t}{h_c}}.
\]
(3.47)

The mean channel occupancy time for the new class calls in cell \(z\) on route \(r\) is then:
\[
h_c^{ew}(z|\{r_j\}) = \int_0^{T_0^{z,r,j}} t f_c^{z,r,j}(t)dt = h_c - \frac{h_c^2}{T_0^{z,r,j}}(1 - e^{-\frac{T_0^{z,r,j}}{h_c}}),
\]
(3.48)
and this coincides with Eq.(3.38).
Blocking probability and offered traffic load

The offered traffic load for a cell is composed of all the newly initiated call intensities in the cell, the newly initiated and handover call intensities in the SHR preceding the cell on some route and successfully reaching the boundary of the cell and finally the call arrival rates from outside the target area to the cell each multiplied by the corresponding mean channel occupancy times:

\[
\text{Load}_c(z) = \sum_{j,r, z} h_c^{\text{new}}(z^{[r,j]}) \lambda_c^{\text{new}}(SHR^r_j) + \sum_{j,r, z \neq z_{j-r}} h_c^{\text{ho}}(z^{[r,j]}) \times \\
\times \{ p_c^{\text{new}}(SHR^r_j | SHR^r_{j-1}) \lambda_c^{\text{new}}(SHR^r_{j-1}) - \varphi \lambda_c^{\text{new}}(SHR^r_{j-1}) \} + \\
+ p_c^{\text{ho}}(SHR^r_j | SHR^r_{j-1}) \lambda_c^{\text{ho}}(SHR^r_{j-1}) - \varphi \lambda_c^{\text{ho}}(SHR^r_{j-1})) \} + \\
+ \sum_{z \neq z} h_c^{\text{ho}}(z^{[r,j]}) \lambda_c^{\text{ho}}(p^r_j), \quad (3.49)
\]

Having the offered traffic load, we can calculate the blocking probabilities of each call class \(c\) in each cell \(z\) by the multirate Erlang B formula (see [44]):

\[
B_c(z) = \frac{\sum_{s=0}^{b_c} q(s)}{\sum_{s=0}^{S_z} q(s)}, \quad (3.50)
\]

where \(b_c\) is the equivalent power of the calls of class \(c\), \(S_z\) is the capacity of the cell \(z\) and the auxiliary function \(q()\) is given by the following recursion:

\[
q(s) = \begin{cases} 
1, & \text{for } s = 0 \\
\sum_{c=1}^{C} Load_c(z) b_c q(s - b_c), & \text{for } 0 < s \leq S_z.
\end{cases} \quad (3.51)
\]

Unfortunately, the offered traffic load and the blocking probability are not independent of each other, therefore we cannot get them explicitly. We have a simultaneous system of equations for the parameters of interest that we are going to solve numerically using the following straightforward iterative algorithm:

**Step # 0:** Calculate the soft handover probabilities for the new and the soft handover calls for each call class \(c = 1, \ldots, C\) in each soft handover region \(SHR^r_j, j = 1, \ldots, J_r\) on each route \(r = 1, \ldots, R\) by Eq(3.10), Eq(3.11), Eq(3.13), Eq(3.14) and Eq(3.15) and the mean SHR residence time by equations Eq(3.28), Eq(3.29), Eq(3.30), Eq(3.31) and Eq(3.32) or by equations Eq(3.33) and Eq(3.34) knowing the soft handover probabilities already – all these will not change any more.
Step # 1: Calculate the call intensities for each call class \(c = 1, \ldots, C\) in each soft handover region \(SHR^r_j, j = 1, \ldots, J_r\) on all routes \(r = 1, \ldots, R\) by Eq.(3.17), Eq.(3.20), Eq.(3.21), Eq.(3.22), Eq.(3.23) and Eq.(3.24) (the very first step is calculated assuming infinite cell capacities that is each blocking probability \(B_c(z)\) equals 0 for all cells \(z = 1, \ldots, N_{cell}\) and for each call class \(c = 1, \ldots, C\).

Step # 2: Calculate the Z-set traffic load for each \(Z \subseteq Z_j\) for call class \(c = 1, \ldots, C\) in each soft handover region \(SHR^r_j, j = 1, \ldots, J_r\) on each route \(r = 1, \ldots, R\) by Eq.(3.35) and the offered traffic load for each cell \(z = 1, \ldots, N_{cell}\) by Eq.(3.49) respectively.

Step # 3: Calculate the blocking probabilities for each call class \(c = 1, \ldots, C\) and for each cell \(z = 1, \ldots, N_{cell}\) by using Eq.(3.51) and Eq.(3.50).

Repeat: Steps #1, #2 and #3 until a predefined stopping condition is not satisfied (some stopping conditions: given number of iterations; soft handover probabilities and/or offered loads and/or blocking probabilities do not change more than some predefined small positive real number(s)).

Remark: The simultaneous system of equations define an \(f : \mathbb{R}^M \rightarrow \mathbb{R}^M\) continuous function, where \(M\) is the number of parameters (as a function of the system parameters). We can consider function \(f\) as a continuous, bounded function from a bounded \(M\)-dimensional space (the probabilities are bounded and other parameters can be normalized for example by the sum of the corresponding parameters). Therefore, this function \(f\) has a fixed point \(f(x) = x\) (this is exactly the claim of the Brouwer’s fixed point theorem, see [45]) and this makes our iterative algorithm reasonable.

Soft handover intensities

We can derive a very important cell parameter, the soft handover intensity (mean number of handover requests in the cell (to the cell)) that consists of the non-blocked newly initiated calls in the SHR region preceding the cell on some route, the non-blocked soft handover calls in the same SHR that reach the boundary of the cell and the call arrival rates from outside the target area (if the cell is on the boundary of it):

\[
\begin{align*}
\overline{\ln \lambda_c^{ho}(z)} &= \sum_{z_j, z \notin z_{j-1}} \{ p_c^{new}(SHR^r_j | SHR^r_{j-1}) (\lambda_c^{new}(SHR^r_{j-1}) - \varphi \lambda_c^{new}(SHR^r_j)) + p_c^{ho}(SHR^r_j | SHR^r_{j-1}) (\lambda_c^{ho}(SHR^r_{j-1}) - \varphi \lambda_c^{ho}(SHR^r_j)) \} + \sum_{z_j, z \notin z} \lambda_c^0(p_1). (3.52)
\end{align*}
\]

3.2.6 A numerical example

In this section an example is provided, which demonstrates an application of the model. When deciding which cell should be served by which RNC, one
objective can be to minimize the inter-RNC soft handover, i.e., the traffic on the Iur interface.

Let us consider the road network depicted in Figure 3.5. The cell radius is \( R_0 = 2 \) (units of length), the cell center distance is \( D = 3 \) (units of length), the cell capacities are \( S_z = 12 \) (units in channel) for \( z = 0, \ldots, 9 \).

![Road Network Diagram](Figure 3.5: A road network)

The O-D table used can be seen in Table 3.1. Streets \([c_0, c_1]\) and \([c_1, c_2]\) are avenues, street \([c_0, c_3]\) is main street and street \([c_2, c_3]\) is a minor street (see the load-speed profile, Figure 3.6).

<table>
<thead>
<tr>
<th>Vehicles/hour</th>
<th>( c_0 )</th>
<th>( c_1 )</th>
<th>( c_2 )</th>
<th>( c_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_0 )</td>
<td>0</td>
<td>1000</td>
<td>250</td>
<td>50</td>
</tr>
<tr>
<td>( c_1 )</td>
<td>1000</td>
<td>0</td>
<td>50</td>
<td>250</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>250</td>
<td>50</td>
<td>0</td>
<td>1000</td>
</tr>
<tr>
<td>( c_3 )</td>
<td>50</td>
<td>250</td>
<td>1000</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.1: An O-D table for the road network in Figure 3.5

Three kind of call classes are considered (Table 3.2). No call arrival rates are considered from outside the area \( (\lambda_{0}^{0}(c_j) = 0, \ j = 0,1,2,3) \).
Figure 3.6: Load-speed profiles

<table>
<thead>
<tr>
<th>Traffic volumes (vehicles/hour)</th>
<th>Speed (km/hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>80</td>
</tr>
<tr>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>20</td>
<td>70</td>
</tr>
<tr>
<td>30</td>
<td>65</td>
</tr>
<tr>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>60</td>
<td>50</td>
</tr>
<tr>
<td>70</td>
<td>45</td>
</tr>
<tr>
<td>80</td>
<td>40</td>
</tr>
<tr>
<td>90</td>
<td>35</td>
</tr>
<tr>
<td>100</td>
<td>30</td>
</tr>
<tr>
<td>110</td>
<td>25</td>
</tr>
<tr>
<td>120</td>
<td>20</td>
</tr>
<tr>
<td>130</td>
<td>15</td>
</tr>
<tr>
<td>140</td>
<td>10</td>
</tr>
<tr>
<td>150</td>
<td>5</td>
</tr>
<tr>
<td>160</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.2: Class parameters

<table>
<thead>
<tr>
<th>Class</th>
<th>$h_c$ (hour)</th>
<th>$\lambda_c$ (call/hour/user)</th>
<th>$b_c$ (voice equivalent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>voice ($c = 1$)</td>
<td>0.025</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>data ($c = 2$)</td>
<td>0.075</td>
<td>0.2</td>
<td>3</td>
</tr>
<tr>
<td>video ($c = 3$)</td>
<td>0.25</td>
<td>0.002</td>
<td>8</td>
</tr>
</tbody>
</table>

We have two scenarios for calculating the traffic on the Iur interface (two pairs of RNC-s):
- **Scenario 1**: $RNC_1 = \{0, 1, 2, 3\}$, $RNC_2 = \{4, 5, 6, 7, 8, 9\}$ (vertical cut),
- **Scenario 2**: $RNC_1 = \{0, 3, 4, 7\}$, $RNC_2 = \{1, 2, 5, 6, 8, 9\}$ (horizontal cut).

The Iur traffic estimators for the two scenarios are:
- **Scenario 1**: $6.55 \leq Iur(RNC_1, RNC_2) \leq 8.06$,
- **Scenario 2**: $Iur(RNC_1, RNC_2) = 0.49$.

Not surprisingly, the offered user-plane traffic on the Iur interface is much larger in the case of the “vertical cut” scenario (the vertical cut goes through the streets [c0,c3] and [c1,c2] with heavier traffic flowing on them). In Table 3.3, we have summarized the offered traffic load, blocking probabilities and soft handover intensities for the cells.

### 3.3 Conclusion

The traffic analysis method presented in [13] has been derived for a model considering soft handovers by introducing more detailed parameters (Eq. (3.17), Eq. (3.20), Eq. (3.21), Eq. (3.22) and Eq. (3.23)) for finite capacity cells.

The distribution and density of the channel occupancy time for a cell in Eq. (3.46) and Eq. (3.47) has been derived. An iterative algorithm has also been detailed to solve this system of simultaneous non-linear equations (the
Table 3.3: Cell parameters of the example

<table>
<thead>
<tr>
<th>cells</th>
<th>$L_2(z)$</th>
<th>$B_2(z)$</th>
<th>$\ln \lambda^{10}_D(z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z = 0$</td>
<td>3.68</td>
<td>0.54</td>
<td>15.45</td>
</tr>
<tr>
<td>$z = 1$</td>
<td>0.48</td>
<td>0.01</td>
<td>2.06</td>
</tr>
<tr>
<td>$z = 2$</td>
<td>3.34</td>
<td>0.48</td>
<td>13.24</td>
</tr>
<tr>
<td>$z = 3$</td>
<td>3.39</td>
<td>0.58</td>
<td>10.02</td>
</tr>
<tr>
<td>$z = 4$</td>
<td>2.01</td>
<td>0.33</td>
<td>15.43</td>
</tr>
<tr>
<td>$z = 5$</td>
<td>2.02</td>
<td>0.31</td>
<td>12.58</td>
</tr>
<tr>
<td>$z = 6$</td>
<td>3.36</td>
<td>0.56</td>
<td>7.82</td>
</tr>
<tr>
<td>$z = 7$</td>
<td>3.56</td>
<td>0.52</td>
<td>15.59</td>
</tr>
<tr>
<td>$z = 8$</td>
<td>0.31</td>
<td>0.003</td>
<td>2.52</td>
</tr>
<tr>
<td>$z = 9$</td>
<td>3.80</td>
<td>0.54</td>
<td>13.64</td>
</tr>
</tbody>
</table>

offered traffic load, needed for calculating the blocking probabilities of the
cells, has been expressed with the detailed parameters – Eq.(3.49)). The
traffic load for soft handover regions has been derived enabling the cal-
ulation of the overhead caused by the soft handover traffic in the transport
network. The traffic load for soft handover regions were used to calculate
the offered traffic on the Iur interface (Eq.(3.35), Eq.(3.36) and Eq.(3.37)).

We have shown on a simple numerical example that there can be signif-
cant difference in terms of inter RNC traffic among different RNC structures.
Therefore, it is useful to solve a clustering problem for the grouping of cells
to RNC-s optimizing (minimizing) the inter RNC traffic. For example, this
way our results and our software could be a part of a network planning
procedure.
Chapter 4

Real-time VP bandwidth control

Vidacs has developed a buffer monitoring method, which is able to accurately measure the cell loss ratio (CLR) in the output buffer of an ATM switch for both short and long-range dependent traffic [21].

In this chapter the above buffer monitoring method is applied to Virtual Path (VP) bandwidth control. For this purpose, the notion of state-space representation of a single server queue is introduced, and Bayesian regression analysis is applied to estimate the state variable of that system. Our approach does not require any models describing the statistics of the traffic other than the asymptotic behavior of the CLR. The applicability of the VP bandwidth control is thoroughly discussed and the method is evaluated by extensive simulations.

4.1 Introduction

In Asynchronous Transfer Mode (ATM) networks, cell loss ratio and cell delay variation are considered to be the major quality of service (QoS) factors. Cell loss and cell delay mainly occur in the output buffers of the network nodes. Traditional queuing analyses based on parametric models have the drawback, that since the traffic pattern of ATM streams may be quite complex (e.g., when large number of heterogeneous sources are multiplexed), the appropriate statistical model seems to be difficult to identify. In order to avoid this difficulty, traffic control methods based on real time measurements have been proposed recently [46, 47, 48, 49]. In particular, the flexibility of VP bandwidth is a characteristic of ATM [50], and network operators try to use this characteristic to enforce the adaptability to traffic fluctuations.

If the actual cell loss performance of an ATM output buffer could be determined in real time, the rate of the server (that is, the VP bandwidth) could be adjusted such that the cell loss would be smaller than a pre-determined threshold. In [51], Shioda and Saito presented a method for
estimating the cell loss ratio in real time, and applied it to VP bandwidth estimation and call admission control. They utilized the large deviation result of Glynn and Whitt [52], that the CLR decays exponentially as the buffer size increases. In this case the CLR (in the regime of large buffers) is characterized by two parameters, the so called asymptotic constant $\beta$ and the asymptotic decay rate $\eta$ [53]. As a result, an algorithm for estimating these coefficients on an on-line basis from buffer measurements was proposed.

The objective of this chapter is to develop an algorithm (by reformulating the method proposed in [51]) for real time VP bandwidth estimation, which works also in the case of long-range dependent traffic. The most relevant parts of reference [51] are copied to Appendix C.

The inherent correlations of a long-range dependent (LRD) stochastic process decay hyperbolically as the lag increases. As a result, the auto-correlation function is nonsummable. This nonsummability captures the intuition behind long-range dependence, namely, that while high-lag correlations are all individually small, the cumulative effect is of importance and gives rise to features which are drastically different from those of the more conventional, i.e., short-range dependent (SRD) processes. The latter are characterized by an exponential decay of the correlations, resulting in a summable autocorrelation function. LRD is characterized by the Hurst parameter $H$: a stationary process $\{Y_i, i \in \mathbb{Z}\}$ exhibits long-range dependence if $0.5 < H < 1$ (for details see Chapter 1. in [21]).

For long-range dependent traffic, the asymptotics for the queue length distributions are no longer exponential [17, 19, 20, 54, 55]. This phenomenon is used in [21], where the exponential approximation of the queue length distribution (used in [51]) is replaced with a Weibullian approximation.

First, we show that when the queue length distribution is asymptotically exponential, by identifying only one specific point of it, a dynamic VP bandwidth control method can be built. Then, we introduce the state space representation of a single server queue, and apply an error term in the state equation. Next, changing the exponential approximation to Weibullian (as proposed in [21]), we show that the estimated bandwidth also converges to its optimal value when the asymptotic queue length distribution is non-exponential.

### 4.2 VP bandwidth control

In this section, a simple formula for effective bandwidth estimation is derived using existing results from earlier work.

Consider a single server queue that has an infinite buffer with stationary and ergodic cell arrivals from a single source. Let $A(t)$ denote the number of arrivals in $(-t,0]$, and the workload process is defined by $W(t) = A(t) - Ct$, where $C$ is the number of cells that can be served by the VP in unit time.
(it corresponds to the peak cell rate of a constant bit rate VP). The number of customers in the queue in the stationary state is given by [56]:

\[ Q = \sup_{t \geq 0} W(t). \]  

(4.1)

For SRD traffic, the probability that the queue contents exceed a given value \( k \) (in the regime of queues) is characterized by two parameters, the so-called asymptotic constant \( \beta \) and the asymptotic decay rate \( \eta \) [53]:

\[ p_k \overset{\text{def}}{=} P(Q \geq k) \approx \beta e^{-\eta k}. \]  

(4.2)

It is known that the CLR of a single server queue with a finite buffer size, \( K \), is less than \( p_K \) [57]. Hence, we have

\[ CLR \leq \beta e^{-\eta K}. \]  

(4.3)

From this relation, the QoS objective of the CLR, \( CLR_{obj} \), is satisfied if

\[ \eta \geq \eta_{obj} \overset{\text{def}}{=} \frac{\log \beta - \log CLR_{obj}}{K}. \]  

(4.4)

The large deviation result of Glynn and Whitt [52] yields the necessary and sufficient condition for meeting the QoS objective of the CLR:

\[ \alpha(\eta_{obj}) \overset{\text{def}}{=} \frac{M_A(\eta_{obj})}{\eta_{obj}} \leq C, \]  

(4.5)

where \( M_A(\cdot) \) is the cumulant generating function of \( A(t) \). The function \( \alpha(\eta) \) is called the effective bandwidth function of the traffic subject to the condition that the tail distribution of the queue length has the decay rate \( \eta \). In particular, \( \alpha(\eta_{obj}) \) is simply called the effective bandwidth, given the decay rate objective \( \eta_{obj} \).

The simplest realization of VP bandwidth control is to replace the VP bandwidth (\( C \)) by the estimated effective bandwidth of the cell stream transferred in the VP. Our objective is to estimate the effective bandwidth of the traffic using real time measurements.

In [21], the following simple approximation has been derived:

\[ \frac{1 - \rho}{\rho} \approx d \log p_K, \]  

(4.6)

where \( \rho \) is the link utilization (\( \rho = A/C, \) \( A \) is the long-term average rate of a stationary process), and \( d \) is a coefficient, which is constant given that the utilization and the actual \( p_K \) probability do not change with time. Once we know the coefficient, \( d \), using Eq. (4.6) the effective bandwidth of the traffic can be estimated by:

\[ \alpha(\eta_{obj}) = A(1 + d \log CLR_{obj}). \]  

(4.7)
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To obtain coefficient \( d \), we only need to measure the link utilization \( \rho \) and the probability \( p_K \). (Note, that the finer details of the complementary queue length distribution are not important for us. We only need to know one specific point of it.)

Next, a method is proposed for estimating the coefficient \( d \) in real time from buffer measurements.

### 4.2.1 Estimation framework

Consider a buffer of size \( K \) cells, where the server utilization and the buffer occupancy probability \( p_K \) are measured periodically. The measured values in period \( n \) are denoted by \( \rho(n) \) and \( p_K(n) \), respectively. Having these measurements, we can observe coefficient \( d \) in each measurement period (i.e., \( d(n) \) in period \( n \)) through Eq.(4.6).

The measurement of log-\( p_K(n) \) is not trivial. In [21], it has been proposed to measure periodically the buffer occupancy probabilities \( p_{k_1}, p_{k_2} \) and \( p_{k_3} \) at three different thresholds, \( k_1, k_2 \) and \( k_3 \), respectively. Doing this, in measurement period \( n \) we obtain:

\[
\log p_K(n) = \frac{\log p_{k_2}(n) - \log p_{k_1}(n)}{k_2^\gamma(n) - k_1^\gamma(n)} K^\gamma(n) + \frac{k_2^\gamma(n) \log p_{k_2}(n) - k_1^\gamma(n) \log p_{k_3}(n)}{k_2^\gamma(n) - k_1^\gamma(n)},
\]

(4.8)

where

\[
\gamma(n) = \frac{\log(p_{k_2}(n) - \log p_{k_3}(n)) - \log(p_{k_1}(n) - \log p_{k_3}(n))}{\log c},
\]

(4.9)

with \( c = k_2/k_1 = k_3/k_2 \). Note that for \( \gamma(n) = 1 \) Eq.(4.8) gives back the result for the short-range dependent case (see Eq.(C.3) in Appendix C). As a result, using the three-point measurement method, the same calculation can be used for short-range and long-range dependent traffic, which is useful from implementation point of view.

We introduce a measurement error \( \sigma(n) \) and assume the following relation:

\[
\frac{1 - \rho(n)}{\rho(n) \log p_K(n)} = d(n) + \sigma(n),
\]

(4.10)

where \( \sigma(n) \) is Gaussian white noise with mean 0, representing the measurement error. To take into account traffic pattern variation and to ensure the convergence of the bandwidth to the objective, even when the effective bandwidth formula Eq.(4.7) is not valid for actual traffic characteristics (for a discussion of convergence see Section 4.2.2), suppose that the coefficient \( d \) can change with time according to the following equation:

\[
d(n) = d(n - 1) + \omega(n),
\]

(4.11)

where \( \omega(n) \) is also a Gaussian white noise with mean 0.
In the terminology of the control system Eq.(4.10) and Eq.(4.11) are called the “state space representation” of our single server queue, and the variable \( d \) is called the state variable of the system. In Appendix C, the state space representation used in [51] is presented. Since we need only one specific point of the queue length distribution \( (p_K) \) to measure the single state variable \( d \), our state space representation is significantly simpler than the one in [51]. One important consequence of this is that the recursive estimation method, presented below, is also simpler, and therefore it is easier to tune its parameters.

Bayesian regression analysis (for a good introduction, see [58]) can be applied to estimate the state variable \( d \). The state variable can be recursively estimated at the end of every measurement epoch by the following Kalman Filter formulation:

[State Renewal]

\[
\hat{d}(n) = \hat{d}(n|n-1) + K_n \left\{ \frac{1 - \rho(n)}{\rho(n) \log p_K} - \hat{d}(n|n-1) \right\},
\]

\[
K_n = \frac{D(n|n-1)}{D(n|n-1) + \Sigma(n)},
\]

\[
D(n) = (1 - K_n)D(n|n-1),
\]

\[
\Sigma(n) \stackrel{\Delta}{=} \text{Var}\{\sigma(n)\}. \tag{4.12}
\]

[Projection]

\[
\hat{d}(n|n-1) = \hat{d}(n-1),
\]

\[
D(n|n-1) = D(n-1) + \Omega(n),
\]

\[
\Omega(n) \stackrel{\Delta}{=} \text{Var}\{\omega(n)\}. \tag{4.13}
\]

Here \( \hat{d}(n) \) and \( \hat{d}(n|n-1) \) are respectively estimates of the state variable \( d(n) \) at the \( n \)th and \( (n-1) \)th measurement epochs, and \( D(n) \) and \( D(n|n-1) \) are respectively the variances of \( \hat{d}(n) \) and \( \hat{d}(n|n-1) \). Initial value of the state variable can, for example, be given under the assumption that \( A(t) \) is a stationary process, and we have [51]:

\[
d = -\frac{1}{2K} \lim_{t \to \infty} \frac{\text{Var}\{A(t)\}}{E\{A(t)\}}. \tag{4.14}
\]

In practice, to implement the above Kalman Filter formulation it is not a trivial question how to set and/or measure the noise variances \( \Sigma(n) \) and \( \Omega(n) \). These settings are typically based on engineering judgment and simulation experience.

It might be possible to estimate the variance of the measurement noise directly from the measurements, but because that would require a large number of measurements, we take another approach.
From Eq. (4.10) we can see that the measurement contains $\rho(n)$ and $\log p_K(n)$. We assume that $\rho(n)$ can be measured accurately in each measurement epoch. Since small probabilities can not be measured accurately within reasonably long measurement intervals, the uncertainty of the estimation of $\log p_K(n)$ has a major effect on the measurement noise. Our approach is, that we try to bound the range of the measurement error. We know that after the method has found the optimal bandwidth, the value of $\log p_K(n)$ takes its values around $\log CLR_{obj}$. By choosing an appropriate $a$ in the equation below, we request that the range of the error of $\log p_K(n)$ should be within a certain region.

$$|\log p_K(n) - \log CLR_{obj}| < a |\log CLR_{obj}|.$$  (4.15)

Using parameter $a$, $(0 < a < 1)$, we determine the size of the interval, in which $\log p_K(n)$ is likely to take its values. According to our experience, $a = 0.25$ is an acceptable value in practice. (Naturally, if the accuracy of the estimation of $\log p_K(n)$ is high, $a$ could be chosen smaller. The value $a = 0.25$ can be regarded as a worst case setting.) From Eq. (4.15) we can derive the bound on the range of the error of the measurement $(1 - \rho)/(\rho \log p_K)$:

$$\frac{1 - \rho(n)}{\rho(n)} \left| \frac{1}{\log p_K(n)} - \frac{1}{\log CLR_{obj}} \right| < \frac{1 - \rho(n)}{\rho(n) \log CLR_{obj}} \left( \frac{a}{a - 1} \right).$$  (4.16)

Note, that the left hand side of the inequality is the measurement error around the optimal point, where $p_K \approx CLR_{obj}$. We can choose the term on the right side in Eq (4.16) to be the standard deviation of the measurement noise in the Kalman Filter. Since more than $\sim 70\%$ of the probability mass of a centered Gaussian density function is in $[-\sigma, +\sigma]$, where $\sigma$ is the standard deviation of the distribution, and the measurement error is smaller than the bound with high probability, our choice is reasonable. Applying our method, we determine the measurement noise variance as follows:

$$\Sigma(n) = \left( \frac{a(1 - \rho(n))}{(a - 1)\rho(n) \log CLR_{obj}} \right)^2.$$  (4.17)

Let us consider the variance of the state noise, $\Omega(n)$. By applying a noise term in the state equation, we allow the state (and thus the bandwidth) to change. Our principle to set the state noise variance is the following: since the observed cell loss ratio is less accurate when it is small, the change of bandwidth should be limited when the observed cell loss ratio is close to $CLR_{obj}$. But in this case the utilization is also close to the value which is appropriate for the traffic pattern (we will reference this utilization as the “desired utilization ”). Since $\Sigma(n)$ depends on $\rho(n)$, its value is also requested to get stabilized, and according to our principle the state noise variance will also become stable in this region. According to the Kalman
Filter formulation, \( \hat{d}(n) \) can be written in the form

\[
\hat{d}(n) = K_n \left( \frac{1 - \rho(n)}{\rho(n) \log p_K(n)} \right) + (1 - K_n) \hat{d}(n - 1).
\]

Eq.(4.18) reveals how the Kalman Filter works. Since \( 0 < K_n < 1 \), the \( n \)th value of the state variable is calculated as a weighted sum of its previous value and the new measurement. As \( K_n \) is the function of \( \Omega(n) \) and \( \Sigma(n) \), the values of the noise variances determine its transient behavior and limit value. According to the recursive formulas in Eq.(4.12) and Eq.(4.13), the following holds when the noise variances reached their stable values (i.e., \( \Sigma(n) \approx \Sigma \) and \( \Omega(n) \approx \Omega \)):

\[
K_\infty \stackrel{\text{def}}{=} \lim_{n \to \infty} K_n = \frac{\sqrt{\Omega^2 + 4\Sigma \Omega} - \Omega}{2\Sigma}.
\]

We will use this formula to determine the state noise variance based on our principle by setting the following rule: at any desired \( \rho(n) \), if (due to measurement uncertainties) we estimate such a small \( \log p_K(n) \) as \( \log p_K(n) = b \cdot \log CLR_{obj} \) for some \( b > 1 \), the relative change in the VP bandwidth should be less than \( s \) (for example, \( s = 5\% \)). Note that we set the state noise variance for the desired \( \rho(n) \), because we intend to regulate the behavior of the system when it is stabilized, i.e., the variations of the state are due to measurement uncertainties. According to our experience, \( b = 2 \) is a possible choice. This is because the third point (corresponding to the largest threshold) in our three-point measurement algorithm is measured sometimes so inaccurately, that the fitted Weibullian distribution results in a very small \( \log p_K(n) \) value (e.g. \( 2 \log CLR_{obj} \)).

The above rule is formulated in Eq.(4.20), which can be derived using Eq.(4.22), Eq.(4.19), the first equation in Eq.(4.12) and that the desired value of the state is \( \hat{d}(n) \approx (1 - \rho(n))/(\rho(n) \log CLR_{obj}) \).

\[
\frac{\Delta C(n)}{C(n-1)} = \left(1 - \frac{1}{b}\right) \frac{\sqrt{\Omega^2(n) + 4\Sigma(n)\Omega(n)} - \Omega(n)(1 - \rho(n))}{2\Sigma(n)} < s,
\]

where \( \Delta C(n) = C(n) - C(n - 1) \). Thus, after measuring \( \rho(n) \) and determining \( \Sigma(n), \Omega(n) \) is computed as follows:

\[
\Omega(n) = \frac{s^2 \Sigma(n)}{(1/b - 1)^2(1 - \rho(n))^2 - s(1/b - 1)(1 - \rho(n))}.
\]

Note, that the state noise variance is artificially introduced in order to obtain a model that agrees with our objectives regarding the VP bandwidth allocation. Thus, it is a reasonable approach to tune the value of \( \Omega(n) \) based on our expectations about the system behavior (i.e., based on the above rule).
4.2.2 Convergence of the control

If we combine the estimate of coefficient $d$, described in the previous section, with the effective bandwidth result Eq (4.7), VP bandwidth control can be expected to be performed through the following control equation for both short-range dependent and long-range dependent traffic:

$$C(n + 1) = \hat{A}(n + 1)(1 + \hat{d}(n) \log C LR_{obj}),$$  \hspace{1cm} (4.22)

where $\hat{A}(n + 1)$ is the estimated average traffic in the $n+1$-th control interval predicted in the $n$-th control interval. (For example, assuming stationarity, the simplest estimate is $\hat{A}(n + 1) = A(n)$. The average has to be estimated because of two reasons (see e.g., [59]): Firstly, although LRD is assumed to be second-order stationary, the average cannot be measured accurately in short control intervals when the traffic is LRD. Secondly, within finite time it is difficult to distinguish between traffic fluctuations caused by long-term correlations and those caused by non-stationarity. Therefore, one can capture the non-stationarity by a given daily profile (estimated in a certain network environment). It means that the average is predicted (for example) every hour. Deviations from this given average are assumed to result from the correlation structure of the arrivals process. Because the control intervals may be too short to measure the average accurately, smoothing (e.g., by using a Kalman Filter or a moving average) may be applied.

For example, assuming simple moving-average smoothing:

$$\hat{A}(n + 1) = \frac{\hat{A}_D(n + 1)}{\hat{A}_D(n)}(\alpha A(n) + (1 - \alpha) \hat{A}(n)),$$  \hspace{1cm} (4.23)

where $A(n)$ is the measured average in the $n$-th control interval, $\hat{A}_D(n)$ is the daily profile-based estimation of the one-hour relative average, and $\alpha$ is the parameter of the moving-average method ($0 < \alpha < 1$, depending on the length of the control interval).

Since our primary interest is not related to the estimation of the actual traffic volume, in the rest of this section we will assume that the average does not change with time and it can be estimated accurately, thus we use the notation $\hat{A}(n + 1) = A$.

The problem is that the notion of effective bandwidth can not be applied for long-range dependent traffic, because Eq.(4.5) was derived under the assumption of short-range dependence (or linear scalings). What we can do is to show that the proposed Kalman Filter formulation with the three-point measurement method works well, despite the fact that we lack the equations leading us to the direct solution. To do this, we can rewrite Eq.(4.6) as:

$$d(C, p_K(C)) \approx \frac{C - A}{A \log p_K(C)},$$  \hspace{1cm} (4.24)
Here, the notation $d(C, p_K)$ emphasizes that (for the given traffic $A(t)$) $d$ is the function of the bandwidth $C$ and the probability $p_K$, which probability also depends on $C$.

For a given $CLR_{obj}$ to be satisfied, Eq. (4.7) gives us the required VP bandwidth ($C_{obj}$). From Eq. (4.7), we get:

$$
d(C, CLR_{obj}) = \frac{C - A}{A \log CLR_{obj}}. \tag{4.25}
$$

For the short-range dependent case (where Eq. (4.5) is valid), assuming that the error of approximations on the way to get Eq. (4.6) is negligible, $d(C, p_K(C))$ does not depend on $C$ and remains constant for various bandwidths. Therefore, once we can evaluate $d$ by using Eq. (4.24) for a given initial bandwidth ($C_0$), $d$ is used in Eq. (4.25) and we can derive $C_{obj}$, which is the bandwidth to be determined (see Figure 4.1). In this case, $C_{obj}$ is at the point where $d(C, p_K(C))$ meshes $d(C, CLR_{obj})$ and it can be calculated in one step.

Next, we consider the case when the traffic is long-range dependent (the notion of effective bandwidth can not be derived), or Eq. (4.6) involves non-negligible approximation errors. The function $d(C, CLR_{obj})$ remains the same as previously, but $d(C, p_K(C))$ becomes dependent on $C$ (see Figure 4.2 for an example). Our algorithm works as previously. Calculate $d(C, p_K(C))$ for $C_0$ and set the bandwidth to $C_1$ such that $d(C_1, CLR_{obj}) = d(C_0, p_K(C_0))$. Measuring $p_K$ at $C_1$ gives $d(C_1, p_K(C_1))$, different from $d(C_0, p_K(C_0))$, and that is the reason why the parameter $\omega(n)$ was introduced to the state equation Eq. (4.11) in the Kalman Filter. This parameter makes it possible for $d$ to change its value successively. Next, the VP bandwidth is adjusted appropriately and the same step is repeated again. In our example, in Figure 4.2, the VP bandwidth converges to its target value ($C_{obj}$). For such an iterative method the question of convergence emerges. The sufficient condition for that—assuming accurate measurements—is that the slope of $d(C, p_K(C))$ can not exceed the slope of $d(C, CLR_{obj})$, namely,

$$
\left| \frac{\partial d(C, p_K(C))}{\partial C} \right| < \left| \frac{\partial d(C, CLR_{obj})}{\partial C} \right|. \tag{4.26}
$$

As an example, Figure 4.3 shows the simulated curve of $d(C, p_K(C))$ for long-range dependent traffic trace with Hurst parameter $H = 0.7$ and $A = 10Mb/s$ (see Section 4.3.2 for more details, where the same model with the same parameters is used). In this example, the sufficient condition of convergence (Eq. (4.26)) is satisfied around $C_{obj}$. Note, that in practice, when the parameter $K_a$ is sufficiently small in the Kalman Filter, the sequence of the determined bandwidth $C_i$, $(i = 0, 1, \ldots)$ can approach $C_{obj}$, even if Eq. (4.26) does not hold. That is, by introducing the Kalman Filter or the state space model, our control method becomes more robust in practice.
4.2.3 Practical implications

In this section, we briefly consider practical questions concerning applicability and implementation.

The greatest advantage of our algorithm comes from its simplicity (see Eq.(4.10) and Eq.(4.22)): it requires only simple processing on a limited number of parameters during each control interval.

In our algorithm, the notion of self-similarity or long-range dependence (LRD) is not taken into account in the control equations; only the applied buffer measurements are based on an LRD assumption (Weibullian queue length asymptotic). Even so, the method should also work for traffic exhibiting LRD because the value of \( \hat{d}(n) \) is always adjusted such that for the
resulting bandwidth \( \log p_K(n) \approx \log C L R_{obj} \).

**Responsiveness**

We can say that because the applied effective bandwidth formula is not always a proper approximation, it does not yield the required bandwidth after a single measurement, but rather after a series of measurements (see also Section 4.2.2). Therefore, the dynamic behavior and accuracy of our algorithm basically depend on the Kalman Filter.

The responsiveness of the algorithm is determined by three factors:

- the values of \( \Sigma(n) \) and \( \Omega(n) \) in the Kalman Filter,
- the length of the control intervals, and
- if the average is estimated like in Eq.(4.23), then the value of the \( \alpha \) parameter (but this effect is not significant if the control intervals are large enough).

In our experience, the above parameters can be determined based on practical considerations, such that the smoothing is effective and the responsiveness is acceptable for practical application.

**Scaling properties**

When independent and bursty sources are multiplexed on a single link, the independence in the statistical variations of the individual sources makes it possible to reduce the bandwidth required for the combined stream. Multiplexing more such connections results in a higher potential for multiplexing gain.

Both the asymptotic constant \( \beta \) and the Hurst parameter \( H \) correspond to the burstiness of the arrivals process. This means that the algorithm could be improved by incorporating \( \beta \) and \( H \) in the state variable, \( d \). This, however, may decrease the adaptability of the method, and also deteriorate its simplicity.

In [21] it is discussed how these two parameters might be incorporated into the algorithm.

**Buffer thresholds, length of control intervals**

The actual buffer-monitoring thresholds depend on the buffer length, the CLR objective, and the length of the control interval, as well as on the rate and burstiness of the traffic. In Section 4.2.1 of [21], simple formulas are proposed for calculating good thresholds.
4.3 Simulations

Here we describe simulation experiments, when the VP bandwidth control using the proposed three-point measurement was applied. First, the aggregated traffic offered to the VP is short-range dependent with low burstiness. In this case, the queue length distribution can be well approximated by an exponential distribution with asymptotic constant $\beta$ close to one [60]. Second, the offered traffic is short-range dependent, but more bursty, implying $\beta << 1$. Finally, the traffic is long-range dependent.

4.3.1 Short-range dependent traffic

Consider $N$ identical but independent on-off sources (VCs) with alternating activity periods ($T_{on}$) and silence periods ($T_{off}$). In the on-states, cells were offered from the VC at a constant rate, while in the off-states the source remained silent. The duration of each on-state and each off-state were exponentially distributed. (We refer to this model as the ‘on-off source’.) The cells from the multiplexed on-off sources arrived at the output buffer dedicated to the VP.

The simulation conditions were as follows: the VP bandwidth was initially 1.2 Mbps, and the buffer size was 128 cells. 10 sources were multiplexed, and in the on-states cells were offered from each VC at a rate of 1 Mbps. The average rate of each VC was 0.1 Mbps, and the mean duration of the on-state was 1 ms in the ‘non-bursty’ case (Figure 4.4), and 5.43 ms in the ‘bursty case’ (Figure 4.5). At three different thresholds, the frequencies in which the number of cells in the buffer was greater than or equal to the thresholds were measured every 20 minutes. The thresholds were set at 5, 10 and 20 cells. Every 20 minutes the unknown parameter, $d$, in Eq (4.10) was estimated, and the VP bandwidth was adjusted by the proposed formula (Eq (4.22)). (The initial value of $d$ was set approximately using the results from the first measurement epoch.) The CLR objective was $10^{-8}$.

Figure 4.4 and Figure 4.5 show the dynamic behavior of the VP bandwidth under the proposed control. The actually required VP bandwidth was calculated through an analytical method [57, 61], given complete information about the cell arrival process.

In the case of ‘bursty sources’, the asymptotic constant $\beta$ is in the order of $10^{-2}$, and therefore the queue length distribution slowly approaches its asymptote, implying larger decay rate for small buffer sizes than the asymptotical one. The fitted Weibullian distribution slightly overestimates the CLR, that results in larger VP bandwidth than theoretically required (Figure 4.5).

To make the difference between the non-bursty and bursty case more clear, we plotted the IDC plot for both traffic traces (see Figure 4.7). The
Figure 4.4: Sample path of VP bandwidth under the proposed control (non-bursty case).

Figure 4.5: Sample path of VP bandwidth under the proposed control (bursty on-off sources).

IDC value for the arrival process $A(t)$ is given by:

$$ IDC(t) \overset{\text{def}}{=} \frac{\text{Var}\{A(t)\}}{E\{A(t)\}}, $$

for $t > 0$, and the IDC plot is obtained by plotting $\log IDC(t)$ against $\log t$.

For short-range dependent processes the IDC is bounded. Higher IDC value corresponds to higher degree of burstiness, and the positive slope of the curve indicates the presence of positive correlations. (For long-range dependent processes the IDC increases monotonically with slope $2H - 1$, where $H$ is the Hurst parameter of the process.)

### 4.3.2 Long-range dependent traffic

Markovian source models with finite state space are only capable of generating short-range dependent traffic. If we want to generate long-range dependent traffic, we need to find an appropriate method to do that. In [62], six different such methods are discussed. For our simulator the on-off model originally proposed by [14] was suitable.

To introduce long-range dependence into the on-off model, assume a heavy tail for the distribution of the activity periods $T_{on}$ [20]. Here we use the (translated) Pareto distribution for $T_{on}$, where

$$ P(T_{on} \leq t) = 1 - \left( \frac{\theta}{\theta + t} \right)^{3-2H} $$

for some $\theta > 0$, $t > 0$ and $0.5 < H < 1$, thus confirming that heavy tailed activity periods generate long-range dependence and identifying $H$ as the Hurst parameter. (We refer to this source model as the ‘Pareto-type
source). In the limit of a large number of such sources and high load, it is shown in [14] that the aggregated traffic, properly normalized, converges to an exactly self-similar Gaussian process, and in [20] Brichet et al. showed that the tail of the queue length distribution is Weibullian.

In our numerical example the number of sources was set to 100. The mean duration of the on period was set to 0.1 ms to assure the high load, and the parameters of the Pareto distribution were set with Hurst parameter $H = 0.7$ for each source. In Figure 4.7, the IDC plot of the aggregated traffic is shown. The monotonically increasing curve reveals the presence of long-range dependence at the given time scales. The measured Hurst parameter agrees accurately with the desired value ($H = 0.7$). The VP bandwidth was initially set to 12 Mbps, and all the other parameters were kept as they had been in the previous example.

![Sample path of VP bandwidth for Pareto-type sources under the proposed control and also for the linear estimate method.](image1)

![IDC plot for the simulated traffic traces.](image2)

The simulation result is shown in Figure 4.6. What we can see is that the estimated VP bandwidth reaches a certain value and (except in the initial phase) no cell loss occurs during the simulation time. Since we gave up the Markovian property in our source model, the actually required bandwidth can not be calculated. To verify the results, we rejected the assumption of Weibullian queue length distribution, and using only the first and third thresholds and fitting an exponential curve, reran the simulation. As can be seen from Figure 4.6, the estimated VP bandwidth is smaller by a few Mbps than previously, and the experienced CLR is in the order of $10^{-4}$-$10^{-5}$. This means that our proposed control shows good CLR performance and its derived bandwidth is not excessive. At most the excessive bandwidth is less than a few Mbps.

The above simulation results were obtained with a short buffer size (128 cells). We note that at larger buffer sizes the VP bandwidth is easier to
control, according to our experiences.

4.3.3 Actual ATM traffic

For the actual ATM traffic, we analyzed the aggregated traffic on the Swedish University Network (SUNET) for the summer of 1996. The LAN traffic of universities in the northern region of Sweden, around Uppsala, is connected to a FDDI backbone network connected to the ATM backbone network in Stockholm. This network joins the northern LANs of SUNET to the international Internet backbone and to the southern university networks around Göteborg. The measurements reported here were for traffic between Uppsala and Göteborg over a CBR connection with a cell rate of 90,000 cps (38.16 Mbps). The ATM traffic stream was duplicated and routed on dedicated links to the Telia Research Center in Haninge, where almost 100 traffic traces were collected, with more than 8 million cell arrivals in each trace, using a non-commercial custom-built measurement instrument developed in the RACE Parasol project [63]. A good assumption is that the traffic was an ordinary mix of common Internet traffic types, such as HTTP, FTP, telnet, chat, and IP phone.

Vidás et al. presented an LRD analysis of the measured traffic traces [64]. To estimate the Hurst parameter, $H$, R/S and variance-time analysis [14] were performed for 45 data sets. The results showed the analyzed data to be rather bursty, with an $H$ of about 0.9.

In our simulation, 14 consecutively measured data sets were used as the input; they contained more than $10^7$ ATM cells altogether. (Note that this file merging is somewhat artificial because there was actually a time gap between the consecutive measurements. After the recording of the 8 million cell arrivals, the collected data was saved, which took some time.) The traffic on the link was rather bursty, with a mean rate of 6.12 Mbps. Figure 4.8 shows the results of applying our bandwidth control method. (The control interval was set to 400 s; the buffer size was 1024 cells with monitoring thresholds of 50, 100, and 200, with $\hat{A}_D(n) \equiv 1$ and $\alpha = 1$ in Eq. (4.23)) The controlled bandwidth fluctuated between 20 and 30 Mbps, implying a utilization rate of about 25% - confirming that the traffic was highly bursty. In spite of high burstiness, cell loss occurred in only one control interval, when the bandwidth dropped to 20 Mbps because of the relatively low traffic during the previous control interval. Again, to verify the result the simulation was repeated with a fixed VP bandwidth of 20 Mbps and our control turned off. The experienced CLR turned out to be as high as $10^{-4}$, which shows that the desired bandwidth was well above 20 Mbps. This means that to satisfy our CLR objective, the bandwidth must be higher than 20 Mbps, at least during busy periods.

The dashed line in Figure 4.8 shows the VP bandwidth when the dynamic behavior of the algorithm was modified to get a more robust estimate of the
bandwidth. First, we assumed that the average traffic rate was predicted accurately in advance (e.g., from the daily profile: $\hat{A}(n) \equiv A$ with $\alpha = 0$ in Eq. (4.23)); then the noise parameters of the Kalman Filter were adjusted to increase the robustness while decreasing the adaptability. The resulting VP bandwidth was much smoother, but cell loss occurred in the same control interval as before. The traffic peak in that interval was so pronounced that even the 2 Mbps extra bandwidth was still not enough to prevent loss.

### 4.4 Implementation issues

We assume that the VP is deterministic, or a constant bit rate (CBR) one. That is, the VP bandwidth is fixed and the cell transmission at the origination point is scheduled according to the VP bandwidth. (Typically the VP is used by the intranetwork of a company, and we focus on a physical link that includes the VP in a public network. Then, the spare capacity on this physical link is not used by other companies. In this sense, the allocation of this physical link, is not work-conserving.)

We also assume that each virtual channel handler (VCH) (i.e., switching node, see Figure 4.9) has an output buffer, and that cell loss due to buffer overflow may occur at the output buffer of the VCHs where the VPs originate. (We call such a handler the originating VCH.) Best-effort VCs (i.e., UBR VCs) are multiplexed in the VP. If one wants to provide a good cell-level QoS, it must be measured and VP bandwidth control must be
applied.

Virtual path handlers are assumed to have sufficient buffer capacity and a high-capacity transmission path. Thus, the cell loss in the VP handlers is negligible. (If this cell loss is not negligible, the VP bandwidth must be calculated for each link composing a VP. The maximum bandwidth calculated for each VP link should be used for the VP bandwidth. For simplicity, we consider the case in which the cell loss in the VP handlers is negligible.)

Traffic is measured at the originating VCH. The bandwidth is calculated by a processor on the line-interface card accommodating the VP or in the operation systems for traffic and network management. If the bandwidth is calculated in the processor, the result is transmitted to the operation systems. If the bandwidth is calculated in the operation systems, the traffic measurement is transmitted from the originating VCH to the operation systems. The operation systems judges whether the calculated bandwidth can be handled by determining how much bandwidth remains of the transmission path accommodating the VP. If it is sufficient, the calculated bandwidth is assigned to the VP.

4.5 Conclusion

In this chapter, a VP bandwidth control algorithm applicable to long-range dependent traffic as well as short-range dependent traffic was developed.

The VP bandwidth control is governed by Eq.(4.22), in which the state variable (\( \hat{d} \)) is estimated by a Kalman Filter. The state space representation of the queueing system is described by Eq.(4.10) and Eq.(4.11), and the Kalman Filter works according to Eq.(4.12) and Eq.(4.13). The variance parameters in the Kalman Filter are tuned with Eq.(4.17) and Eq.(4.21). The condition of the convergence of the control is presented by Eq.(4.26).

The effective bandwidth formula, Eq.(4.7), was derived from a linear scaling assumption or a short-range dependence assumption, while the measurement of the buffer occupancy probability (\( p_k \)) was based on a nonlinear scaling assumption or a long-range dependence assumption. Our goal was
to show that despite this difference in assumptions, a recursive estimation framework can integrate them under a nonlinear scaling, and the target VP bandwidth can be found under weak conditions. Numerical examples for short-range dependent traffic, long-range dependent traffic and real ATM traffic were shown. For all cases, our method showed good CLR performance with small excessive bandwidth.
Chapter 5

Summary of the Dissertation

In this chapter, the contributions of the dissertation are summarized. Publications corresponding to the work presented in the dissertation, as well as applications of the contributions are presented.

5.1 Connection admission control in UTRAN

In Chapter 2, I have investigated connection admission control in UTRAN. UTRAN is a connection oriented radio access network, where radio frames are transported in packets, using ATM or IP technologies. Due to the specific characteristics of the WCDMA radio interface, requirements on packet delay and jitter are strict. Therefore, connection admission control must be solved.

- I have given a connection admission control method, which is applicable in the Iub interface of UTRAN. The admissible region is approximated by the intersection of delay-limited regions with linear borders (also referred to as hyper-planes) and one overload-limited region with (generally) non-linear border. This construction makes it possible to fulfil all practical requirements (e.g., on limited complexity and high precision).

- I have validated the hyper-plane approximation by using the Brownian bridge approximation of the packet arrival process. Based on the results of the validation, I have also proposed a closed formula for the fast approximation of the edges of the hyper-planes.

This work was carried out at the Traffic Analysis and Network Performance Laboratory of Ericsson Research. It has been presented in [J1]. Further related publications are [J2], [J3] and [J6]. (Earlier work on UTRAN CAC with my participation can be found in [C4].) One patent application has been filed on this method [P2], and two other patent applications are directly related to this algorithm ([P4] and [P6]).
The method is implemented in Ericsson’s UTRAN transport node products that contain AAL2 multiplexers.

5.2 Mobility and traffic analysis for WCDMA networks

The work presented in Chapter 3 is based on a model proposed in [13], which suggests a convenient and practical approach to build an analytic traffic model of cellular systems, including also the effect of vehicle mobility. I have extended this model for WCDMA systems, where typically soft handover is applied for user-plane traffic instead of hard handover.

- I have introduced to the model the notion of soft handover regions (SHR) and derived the following measures: the soft handover probabilities and the Z-set call arrival rates of connections generated in a certain SHR or handed-over from a certain SHR, the mean SHR residence time, and the Z-set traffic load in a certain SHR. Using these parameters, I have given an estimation of user-plane traffic on the Iur interface.

- Based on the SHR parameters, I have obtained the following cell parameters: the distribution of the channel occupancy time, the blocking probability, the offered traffic load, and the soft handover intensities.

This work was carried out at the Traffic Analysis and Network Performance Laboratory of Ericsson Research. It has been presented in [C1]. The calculations are implemented in a software tool at Ericsson. This work has been translated to German language and it has been used at RWTH (Rheinisch-Westfälische Technische Hochschule, Aachen) in a seminar in the winter semester of 2001 as teaching material.

5.3 Real-time VP bandwidth control

In Chapter 4, the buffer monitoring method presented in [21] is applied to Virtual Path (VP) bandwidth control. I assumed that the VP is deterministic, or a constant bit rate (CBR) one, and best-effort VCs (i.e., UBR VCs) are multiplexed in the VP. If one wants to provide a good ATM cell-level QoS, it must be monitored and VP bandwidth control must be applied.

- I have developed a recursive bandwidth control algorithm, and showed that the control converges in case of both short and long-range dependent traffic.
• I have introduced a state description of the system, and set up a
  Kalman filter for the estimation of the state. I have given simple
  formulas for tuning the parameters of the Kalman filter.

• I have applied the bandwidth control algorithm for both artificial and
  real traffic.

This work was done at NTT Multimedia Networks Laboratories. It
has been presented in [J4], [J5], [C5] and [C6]. The proposed methods are
subject to a patent application [P8].
Appendix A

Derivation of the approximation of $Q(x)$ used in Section 2.5.2

Denote by $\mathcal{W}(t)$ and $\mathcal{W}_i(t)$ independent Wiener processes. To obtain $Q(x)$, we need to evaluate the following expression:

$$
\Pr \left\{ \sup_{0 \leq \tau \leq T} \left( \sum_i N_i \alpha_i b_i \frac{\tau}{T} + \sum_i \sqrt{N_i} b_i^2 \mathcal{W}_i \left( \frac{\alpha_i \tau}{T} \right) - C \tau \right) \geq C x \right| \mathcal{W}_i(1) = 0; \forall i \right\}.
$$

To simplify the notation, we introduce $A_i = N_i \alpha_i \rho_i$, and $B_i = N_i \alpha_i \rho_i^2$. Knowing that $\mathcal{W}_i(\alpha_i t) = \sqrt{\alpha_i} \mathcal{W}_i(t)$, we obtain:

$$
\Pr \left\{ \sup_{0 \leq \tau \leq T} \left( \sum_i A_i \tau + \sum_i \sqrt{B_i} \mathcal{W}_i(\tau) - C \tau \right) \geq \frac{C x}{T} \right| \mathcal{W}_i \left( \frac{1}{\alpha_i} \right) = 0; \forall i \right\}.
$$

Conditioning on the events $\{ \sqrt{B_i} \mathcal{W}_i(1) = y_i \}$ results in:

$$
\int_{\mathbb{R}} \ldots \int_{\mathbb{R}} \Pr \left\{ \sup_{0 \leq \tau \leq T} \left( \sum_i \sqrt{B_i} \mathcal{W}_i(\tau) - (C - \sum_i A_i) \tau \right) \geq \frac{C x}{T} \right| \sqrt{B_i} \mathcal{W}_i(1) = y_i, \mathcal{W}_i \left( \frac{1}{\alpha_i} \right) = 0; \forall i \right\} dF_1(y_1) \ldots dF_K(y_K),
$$

where $F_i$ is the normal distribution function with zero mean and variance $\sigma_i^2 = N_i \rho_i^2 \alpha_i (1 - \alpha_i)$, which corresponds to the distribution of $\{ \sqrt{B_i} \mathcal{W}_i(1) \}$ with $\mathcal{W}_i(1/\alpha_i) = 0$.

Since both process $\mathcal{X}_i(t) = \sqrt{B_i} \mathcal{W}_i(t)$ and its reverse version $\tilde{\mathcal{X}}_i(t) = \sqrt{B_i} \mathcal{W}_i(1/\alpha_i - t)$, where $\alpha_i \in (0, 1]$, are Markov processes and we consider...
only \( t \in [0,1] \), we can cancel the condition \( \mathcal{W}(1/\alpha_i) = 0 \):

\[
\int_{\mathbb{R}} \cdots \int_{\mathbb{R}} \Pr \left\{ \sup_{0 \leq \tau \leq 1} \left( \sum_i \sqrt{B_i} \mathcal{W}(\tau) - (C - \sum_i A_i) \tau \right) \geq \frac{C x}{\mathcal{TTT}} \sqrt{B_i} \mathcal{W}(1) - y_i; \forall i \right\} dF(y_1) \cdots dF(y_K).
\]

We can modify the condition as follows:

\[
\int_{\mathbb{R}} \cdots \int_{\mathbb{R}} \Pr \left\{ \sup_{0 \leq \tau \leq 1} \left( \sum_i \sqrt{B_i} \mathcal{W}(\tau) - (C - \sum_i A_i - \sum_i y_i) \tau \right) \geq \frac{C x}{\mathcal{TTT}} \sqrt{B_i} \mathcal{W}(1) - 0; \forall i \right\} dF(y_1) \cdots dF(y_K).
\]

which enables us to apply \( \sum_i c_i \mathcal{W}(t) = \sqrt{\sum_i c_i^2} \mathcal{W}(t) \):

\[
\int_{\mathbb{R}} \cdots \int_{\mathbb{R}} \Pr \left\{ \sup_{0 \leq \tau \leq 1} \left( \sqrt{\sum_i B_i} \mathcal{W}(\tau) - (C - \sum_i A_i - \sum_i y_i) \tau \right) \geq \frac{C x}{\mathcal{TTT}} \mathcal{W}(1) - 0; \forall i \right\} dF(y_1) \cdots dF(y_K).
\]

Using Eq (2.31) and introducing the variable \( z = \sum_i y_i \) the \( K \) integrals can be substituted by a single integral as follows:

\[
\int_{-\infty}^{\infty} \exp \left\{ -\frac{2 C x}{\mathcal{TTT} \sum_i B_i} \left( \frac{C x}{\mathcal{TTT}} + C - \sum_i A_i - z \right) \right\} dF(z) + \int_{\infty}^{\infty} dF(z), \tag{A.1}
\]

where \( a = C + \sum_i A_i \) and \( F \) is the normal distribution function with zero mean and variance \( \sigma^2 = \sum_i N_i \rho_i^2 \alpha (1 - \alpha) \).

After evaluating this integral a closed form expression can be obtained. Eliminating the negligible terms from that closed form, one obtains the approximation Eq (2.46).

If one looks back to Eq (2.19), it is obvious that Eq (A.1) is rather similar to a continuous approximation of Eq (2.19), where the binomial distribution is approximated by a normal distribution, \( \Pr (D_i > \bar{D}_i \mid \sum^\text{act} N_i = n) \) is approximated by Eq (2.34), and the summation is substituted with an integral. For a single service this integral is the following:

\[
\frac{1}{\sqrt{2\pi N \alpha (1 - \alpha)}} \int_0^N \exp \left\{ -\frac{2 C x}{\mathcal{TTT} n \rho} \left( \frac{C x}{\mathcal{TTT}} + C - n \rho \right) - \frac{(N \alpha - n)^2}{2 N \rho (1 - \alpha)} \right\} dn \tag{A.2}
\]

Eq (A.2) does not yield such a simple closed form solution as Eq (2.46). The basic difference between Eq (A.1) and Eq (A.2) (resulting from the Gaussian approximation of the arrival process) is that in the former, \( 2 C x / (\mathcal{TTT} \sum_i B_i) \) is constant, while in the latter, \( 2 C x / (\mathcal{TTT} n \rho^2) \) depends on the random variable \( n \).
Appendix B

Incremental assignment method for Section 3.2.1

The incremental assignment method is based on a multistep shortest route routing algorithm, which assumes that each subscriber always selects the shortest route between two centroids.

Similarly to [13], we define the transportation usage cost of a street as the travel time of vehicles moving along the street as:

$$\text{UsageCost}(j) = \frac{L(j)}{v(j)},$$

where $L(j)$ is the length of street $j$ and $v(j)$ is the speed of vehicles on street $j$. $L(j)$ is obtained from the road systems model and $v(j)$ is given by the load-speed profile of street $j$, which represents the relation between the traffic volume and the speed of vehicles in the street. Streets are classified into different types such as avenue, main street, minor street etc., according to the scale of the traffic they can carry. Each type of street has its own load-speed profile. Figure 3.6 shows an example of these profiles.

Let $OD_{ij}$ be the traffic volume from centroid $i$ to centroid $j$, which is given by the O-D table. The incremental assignment method approximately estimates the amount of traffic volume flowing along each possible alternative route from centroid $i$ to $j$. For the estimation, the method divides the traffic volume into $m$ parts and in $m$ number of steps it assigns $OD_{ij}/m$ amount of traffic volume to the shortest route between centroids $i$ and $j$. The well-known Dijkstra-algorithm is used for the calculation of the shortest route (see in [65] for example), and the cost of a route is the sum of the usage costs of the streets along the route between centroids $i$ and $j$. As the traffic volume on each link changes, the usage cost of each street also changes. Therefore in each step, the vehicular traffic gradually adapts to the street network environment, consequently the shortest route can change as well. The larger the value of $m$, the more accurate approximation is achieved.
Appendix C

State space representation with two-point measurement for Section 4.2.1

In [51], exponential queue length distribution was assumed, and a two-point buffer measurement method was proposed. The following relations among the asymptotic constant \( \beta \), the asymptotic decay rate \( \eta \) and the link utilization \( \rho \) were derived:

\[
\frac{1 - \rho}{\rho} = \sum_{k=1}^{\infty} d^{(2)}_{k} \eta^{k},
\]

(C.1)

and

\[
\log \beta = \sum_{k=1}^{\infty} d^{(1)}_{k} \eta^{k},
\]

(C.2)

where

\[
d^{(1)}_{k} = - \lim_{t \to \infty} \left\{ \frac{\langle A(t)^{k} \rangle_{c}}{k!} - \left( \lim_{t \to \infty} \frac{\langle A(t)^{k+1} \rangle_{c}}{k!t} \right) t \right\},
\]

\[
d^{(2)}_{k} = \lim_{t \to \infty} \frac{\langle A(t)^{k+1} \rangle_{c}}{(k+1)! \langle A(t)^{1} \rangle_{c}},
\]

and \( \langle A(t)^{k} \rangle_{c} \) is the \( k \)-th cumulant of the arrivals process \( A(t) \).

Suppose that, at two different thresholds, \( k_{1} \) and \( k_{2} \), the buffer occupancy probabilities and the link utilization are periodically observed. Denote the measured values in the \( n \)-th measurement period by \( p_{k_{1}}(n) \), \( p_{k_{2}}(n) \) and \( \rho(n) \). Then, the values of \( \eta \) and \( \log \beta \) in period \( n \) can be obtained as follows:

\[
\eta(n) = \frac{\log p_{k_{1}}(n) - \log p_{k_{2}}(n)}{k_{2} - k_{1}},
\]

\[
\log \beta(n) = \frac{k_{2}}{k_{2} - k_{1}} \log p_{k_{1}}(n) - \frac{k_{1}}{k_{2} - k_{1}} \log p_{k_{2}}(n).
\]

(C.3)
Based on Eq.(C.1) and Eq.(C.2) the following relations were assumed:

\[
\log \beta(n) = \sum_{i=1}^{I_1} d_i^{(1)}(n) \eta(n)^i + \sigma_1(n),
\]

\[
\frac{1 - \rho(n)}{\rho(n)} = \sum_{i=1}^{I_2} d_i^{(2)}(n) \eta(n)^i + \sigma_2(n),
\] (C.4)

where \(\sigma_j(n)\) is Gaussian white noise, representing the measurement error. To take into account traffic pattern variation, the coefficients \(\{d_i^{(1)}\}, \{d_i^{(2)}\}\) were assumed to change with time according to the following equations:

\[
d_i^{(1)}(n) = d_i^{(1)}(n-1) + \omega_i^{(1)}(n), \quad i = 1, \ldots, I_1,
\]

\[
d_i^{(2)}(n) = d_i^{(2)}(n-1) + \omega_i^{(2)}(n), \quad i = 1, \ldots, I_2,
\] (C.5)

where \(\omega_i^{(1)}(n)\) and \(\omega_i^{(2)}(n)\) are also Gaussian white noise with mean 0. Equations Eq.(C.4) and Eq.(C.5) were written in vector form as:

\[
\mathbf{b}(n) = H(n)\mathbf{\varphi}(n) + \mathbf{\varphi}(n),
\]

\[
\mathbf{\varphi}(n) = \mathbf{\varphi}(n-1) + \mathbf{\omega}(n).
\] (C.6)

Note that matrix \(H(n)\), which is used to relate the state vector \(\mathbf{\varphi}\) to the measurements \(\mathbf{b}(n)\), is also measured. This may cause difficulties in practical implementation (e.g., when setting the noise variances).
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