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Executive summary

Recently, Wireless Sensor Networks (WSNs)- as a subset of IoT systems - have become the backbone of several applications targeting different aspects of data acquisition. This fact promoted researchers to develop further technologies enhancing the performance of WSN. Expansion of applications and other necessities, besides developing co-operating technologies (such as communication, electronics, real-time embedded systems, etc.), entails the challenge of further improving the performance of WSNs. In this dissertation, I proposed different techniques that improve the performance of WSNs, in terms of energy efficiency, reliability, throughput, and delay. These results can contribute to achieving a better quality of service in real-time data collection.

In the first thesis [1], I developed two novel energy-aware and reliable routing protocols. The aim was to maximize the lifespan of wireless sensor networks (WSNs) subject to predefined reliability constraints by using multi-hop routing schemes. The source node forwards the packet to the Base Station (BS) via other nodes as relays. In the first proposed protocol, energy efficiency is achieved by maximizing the minimum residual energy of the path subject to fulfilling a predefined reliability constraints. The second protocol is an optimized version of the first one with respect to lifespan and complexity. The optimal path is the one in which the residual energy distribution of the nodes along the path is as close to uniform as possible and the packet arrives at the BS with a given success probability. To measure the uniformity of the residual energy distribution, I used an entropy like measure. The information about the current energy state of the network is maintained by using a look-up-table from which the optimal routes are computed on the BS. The BS broadcasts the updated optimal paths to each node after each round of packet transmission.

The deterministic WSNs covered in the first thesis were extended in the second thesis [2] to include stochastic WSNs where packets are generated, stored and transmitted subject to queueing dynamics. I presented a new energy-efficient and reliable routing protocol for WSNs, including a stochastic traffic generation model and a sleep/active (ON/OFF) mechanism. My objective was to improve the longevity of the WSNs by energy balancing but providing reliable packet transfer to the Base Station at the same time. The proposed protocol is based on the principle of the back-pressure method, besides the difference of backlogs, to optimize energy consumption, I used a cost function related to an entropy-like function defined over the residual energies of the nodes. In the case of two-hop routing, the optimal relay node is selected as
the one which has maximum backlog difference and keeps the distribution of residual energy as close to uniform as possible. Uniformity is measured throughout the network by the change of the entropy of the residual energy of the nodes. The protocol assumes a Rayleigh fading model. Simulation results show that the proposed algorithm significantly improves the performance of traditional back-pressure protocol with respect to energy efficiency, E2E delay, and throughput, respectively.

In the third thesis [3], I developed a data reduction technique to improve the energy efficiency and reliability of WSNs. Compressive sensing (CS) is a data reduction technique used to recover extensive data from fewer samples in case of sparse representation of sensor readings. Unfortunately, energy efficiency and accuracy are contradictory metrics, as increased accuracy requires a large number of measurements and thus consequent data transmissions. Therefore, a CS-based algorithm was proposed for efficient data transfer through WSNs, which uses a multiple objectives genetic algorithm (MOGA) to optimize the number of measurements, transmission range, and the sensing matrix. The algorithm aims at striking a good balance between energy efficiency and accuracy. It constructs a path in a multi-hop manner based on the optimized values. Numerical simulations and experiments show that Pareto-front, which is the output of MOGA, helps the user to select the right combination of the number of measurements and the transmission range fitting the application at hand and to strike a good balance between energy efficiency and accuracy. The results also demonstrate the existence of measurement matrices that have lower mutual coherency improves the accuracy of CS.

In chapter (5), I proposed a predictive maintenance system (PdM) utilizes Machine Learning (ML) approach to predict the system’s operational status after $M$ active steps based on $L$ previous observations, ML approach was implemented by a Feedforward Neural Network (FFNN). I applied the proposed model to build a PdM system for WSNs, where my concern was to predict the state of the system as far as the quality of data transfer is concerned. The FFNN provides a forward prediction of the operational status of the network after $M$ consecutive time steps in the future, based on the previous $L$ readings of QoS requirements of WSN (data loss, energy efficiency, throughput, and delay). I used quantization and encoding schemes to reduce the complexity of the system which enables easy software implementation for limited resources WSNs. I also demonstrate the relation between complexity and accuracy ($L$ and $M$, respectively). I found that larger $M$ leads to longer execution time and larger prediction error, where larger $L$ entails longer execution time and smaller prediction error. I also investigate how quantization and encoding can reduce complexity to implement a real-time PdM.
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Chapter 1

Introduction

Wireless sensor networks are distributed systems consisting of a base station and a number of nodes. Each node is equipped with application-specific sensors, a simple processing unit, a wireless radio transceiver, and a power unit. These types of equipment enable the node to capture and collect data, process it, discover its neighborhood, and communicate with each other and with the BS. The wide variety of sensors that can be used in WSNs (e.g., optical, thermal, radar, bio, and acoustic sensors) make it possible to use WSNs in any applications that need extensive data accession, such as military applications, bio-medical applications, transportation applications, environmental applications, smart appliance applications; besides that, the modern IoT applications form a major evolution of WSNs.[4].

The implementation of WSNs usually follows the IEEE 802.15.4 standards which define the specifications of protocols that can be used in low-power, low-cost and low-rate wireless networks in physical and MAC layers [5]. IEEE 802.15.4 supports wireless networks that consist of at least one Full Function Device (FFD) and other Reduced Function Devices (RFD) networked together in star, peer to peer or clustered tree topology. It supports 20, 40 and 250 kbps data rates. These standards support Carrier Sense Multiple Access / Contention Avoidance (CSMA/CA). The typical life of battery power strongly depends on the activity cycle of the device (active mode/sleep mode) and the number of transmitted packets. The applied communication protocol can also control the energy used for packet transmission on each node, as a result there is a need for low energy information transmission.

Designing and operating of WSN should respect some constrains such as:

- Limited resources: The nodes are cheap and low quality, so they have limited memory, processing capitalises and communication bandwidth.

- Limited energy: The nodes are typically battery operated. Hence, energy becomes a scarce resource.

- Reliability of communications: WSN usually operated in harsh environments in terms of communications, nodes transmits data to each other and to the BS via unreliable radio channels corrupted by noise and fading.
• Dynamic topology: The topology of WSN changes frequently, some new nodes may be added or returned to service after a pause, and some nodes may be faded by running out of energy, failure or malicious attack.

Despite these limitations, the performance of any system is supposed to satisfy some minimum level of services and requirements, which are known as Quality-of-Service (QoS)[6], in case of WSN, QoS include reliability, energy efficiency, security, accuracy, delay and-so-forth. Besides QoS, lifespan is a curial measure of robustness of WSN. Researchers use several definitions of lifespan, some of them based on number of alive nodes, in this case, the lifespan is the time needed for n numbers of the nodes to go flat, other definition based on coverage, network connectivity or application requirements.

Many researchers suggest various strategies and techniques to guarantee QoS and to prolong the lifespan of WSNs. These strategies and techniques cover almost all the layers of networking protocols ranging from the physical layer to the application layer; they include data reduction, protocol overhead reduction, energy-efficient routing protocols, duty cycling, topology and mobility, and energy harvesting. Some of these requirements and constraints contradict; hence the objective is often to strike the right balance among them, which proves to be a major challenge[7].

In this research, I aimed to present novel solutions to improve the efficiency of WSNs in terms of energy-efficient routing protocols, data reduction, and data quality. The proposed solutions cover the following aspects of WSN designing and operating, energy-efficient routing algorithm for deterministic WSN, energy-efficient routing algorithm for stochastic WSN, data reduction algorithm based on compressive sensing paradigm, and predictive maintenance system for WSNs. All the proposed algorithms assume that all the nodes are battery operated and the base station is rigged up with a wired electrical power source.

The rest of this chapter is organized as follow:

• In Section 1.2, I provide an overview, problem statement, and my objectives in the area of reliability and energy efficiency.

• Section 1.3 introduces an overview, the problem statement, and my research objectives in routing efficient and reliable protocols for stochastic WSNs.

• In Section 1.4, I present an overview of data reduction techniques in WSNs; I introduce the problems statement and my objective of introducing new routing algorithms based on data reduction.

• In Section 1.5, I describe PdMs systems and the problem statement of predictive maintenance systems of WSNs briefly; I also state the objectives of my proposed PdM system.

• In Section 1.6, I describe the structure of my dissertation.
1.1 Reliability and energy efficiency in deterministic WSN

1.1.1 Problem statement

In deterministic WSN, the nodes transmit the data packets in a predefined schedule, as aforementioned nodes are typically small and battery-operated, and the data is transmitted to the BS over unreliable radio channels corrupted by noise and fading. Energy efficiency is not only concerned about the amount of consumed energy but for the sake of network longevity; it is also about guaranteeing uniform energy distribution among the nodes. The lack of load balancing may cause the early death of some nodes, which in turn - breaks the connectivity of WSN and reduces the life span of the whole network. Besides energy efficiency, reliability is a curial concern in WSNs. Low energy and unreliable transmissions can cause a high packet loss ratio. Unfortunately, both energy efficiency and reliability as QoS requirements conflict with each other.

Most protocols (LEACH, PEDAP, PEGASIS) use techniques such as clustering and chaining to achieve energy efficiency by enforcing uniform energy distribution and maximum longevity, but they do not provide reliable transmissions, whereas lost data means wasted energy. Such protocols and their modifications use methods like round-robin, and they try to optimize the remaining energy for repeated selection of different cluster heads and chain leaders. However, they do not achieve uniformity of energy distribution and load balancing. In the absence of such optimization, the selection for the cluster heads or the chain leaders is inefficient, and they can become bottlenecks of the WSN.

A lot of researches as [8, 9, 10] improve reliability either by providing more redundant data, which increases energy consumption, or by providing alternative links and backup devices, which increases the cost and is incoherent with the limited capacity of nodes. Such a contradiction between energy efficiency and reliability makes it imperative to look for new solutions that optimize both and provide an accurate tool to estimate the uniformity of energy distribution.

1.1.2 Objectives

My objective in the area of reliability and energy efficiency was to develop new algorithms for WSNs that maximize network longevity (achieve maximum throughput) under the constraint of reliable communication, the proposed algorithms should also, select the optimal path that guarantees a uniform energy distribution based on clear and proved measure.

The key contributions of this field are summarized as follows:

- I presented a mathematical analysis for the selection of relay nodes based on the remaining energy and reliability.
• I proposed Maximum of the Minimum Residual Energy Protocol (MM-REP) to select the path that maximizes the remaining energy of its nodes subject to the reliability constraint.

• I introduced the entropy-like function to measure the uniformity of residual energy distribution.

• I proposed Optimal Remaining Energy-Based Protocol (OREBP), which selects the path based on the entropy of residual energy of the path.

The proposed algorithms can be used not only in WSN, but also any routing-based systems such as telecommunication, transportation, they also can be used in the systems need load balance such as resources management systems.

1.2 Throughput maximization in stochastic bursty WSN

1.2.1 Problem statement

In stochastic WSN, packets are generated and transmitted subject to queuing dynamics. Such a scheme of data transmission is used as an energy-efficient technique known as the ON-OFF(sleep/wakeup) scheme, some WSN applications require this paradigm, such as surveillance and event-based applications. In stochastic WSNs, MAC manages to build in queues-like where the data is held prior to transmission.

Considering the nodes as queues requires the designer to be aware of influential issues, first; the limited storage space of the node, as previously stated; the simplicity and low quality of sensor node lead to the smallness of available buffering space. Second; End-to-end delay; where in queuing theory, the expected time a packet resides in the queue depends on the expected queue length, packet blocking probability, arrival rate, and servicing rate. Third; Congestion occurrence which depends on the queue length and the queue length fluctuations. Forth; Energy efficiency; the designer should provide a mechanism to control the ON-OFF scheme in a way that guarantees the balance between energy efficiency and other issues like delay and buffering overload. Fifth, reliability, short queues, slow service rate, and high arrival rate increase the probability of lost packets which means low reliability of the WSN.

The backpressure principle is used widely in designing of routing protocols for stochastic WSNs, where the movement of the packets among the nodes depends mainly on the backlog difference of the nodes. Researches like [11, 12] uses the backpressure principle in a way that improves End-to-End delay and complexity but decreases energy efficiency, where [13, 14] uses it in a form improves the energy efficiency, but in term of the amount rather than load-balance. We still need solutions that strike the optimal load balance in terms
of energy distribution, reliability and queue length. The systems using the ON-OFF scheme should not cause a bursty system that may affect negatively the QoS requirements in terms of reliability and delay.

1.2.2 Objectives

The objective of my research in the field of stochastic energy-efficient routing was to develop a new algorithm that provides a good balance among QoS requirements of WSNs, such as reliability, energy efficiency, throughput and delay. The proposed solution should reduce the concerns about the appearance of some phenomena associated with stochastic WSNs such as end-to-end delay and low reliability due to overflowing and congestion. Energy-efficiency should be maintained in both dimensions; the amount and the distribution.

In this research, I proposed an algorithm that maintains balance and stable stochastic WSN in terms of energy-efficiency, reliability, throughput and delay. The proposed solution combines four significant principles:

- The activities of the nodes are controlled by On-OFF scheme to provide energy-efficiency.
- Back-pressure principle is used to control the traffic load balance to eliminate congestion.
- Entropy of residual energy is used as measure to control the uniform distribution of energy.
- Rayleigh fading model is proposed to balance between consumed energy and reliability.

Besides WSNs; the proposed algorithm can be used in routing based systems such as telecommunication, transportation, it also can be used in the systems use queueing theory to manage resources.

1.3 Energy efficiency based on data reduction

1.3.1 Problem statement

As aforementioned, energy efficiency is a crucial concern in designing and operating of WSN, nodes expend most the energy in communication activities with each other or with the BS, which makes it important to save the energy from wasting in transmission and reception of useless data, and it’s of wisdom to utilize the minimum amount of data that can provide the message. Data reduction techniques are effective tools used not only to improve the energy efficiency but also reliability, and memory usage in the shadow of limited resources of the nodes.

Recently, many researchers proposed compressive sensing paradigm as compression tool, where the base station can reconstruct the transmitted data from
very few samples in case of sparse data, which can be obtained by expansion of the dense data in an orthonormal basis (wavelet, DCT, etc). [15, 16].

Compression of data may cause low reliability because the BS may not be able to reconstruct the original data correctly and accurately which known as reconstruction error [17], the probability of the reconstruction error depends on the number of sample, but more samples needs more energy, less samples means less energy consumption but higher reconstruction error probability. To achieve optimal energy efficiency and optimal reliability (which is a function of reconstruction error), we need to find the balance point or set of points that give the user to trade-off between energy efficiency and reconstruction error.

Many research like [18, 19, 20, 21] use different modification of compressive sensing, and adapted the paradigm to fit a specific environment or a specific topology, but they rest on random measurement matrices, others [22, 23] reduce reconstruction error by optimizing the sensing matrix. Most of the research work on side of the balance process, either energy efficiency or reconstruction error.

1.3.2 Objectives

My goal in this research area was to develop a CS-based chain routing algorithm that gives the user the chance to bias towards a specific party of balance equation between energy efficiency and reliability. As-well, The algorithm should constructs the WSN in a way that helps the user to achieve his choices.

The vital contributions of this work are detailed as follows:

- I proposed a multiple objectives genetic algorithm to strike the right balance between the energy efficiency and reconstruction error of the compressive sensing method.

- I used a genetic algorithm to improve the characteristics of the sensing matrix by reducing its mutual coherence.

- I presented a greedy algorithm to split the WSN into multiple chains in a way conserves the balance of the payload, it consists of two sub-algorithms, the first defines the leaf nodes of chains, the second build the chains starting from the leaf nodes.

In addition to WSNs, the developed algorithm can be used as a heuristic optimization algorithm to balance between contradiction factors of the networking process, it can be used in the structure of the graph-based application and optimal resource distribution map.

1.4 Predictive Maintenance systems
1.4.1 Problem statement

Predictive Maintenance (PdM) is mainly concerned with collecting data and estimating the operability of the system under observation. PdMs maximizes the system life cycle, minimizes unplanned downtime, and improves reliability and production quality; it also significantly reduces maintenance costs. To achieve these objectives, it is essential to develop efficient methods to collect data and powerful techniques to predict the operability of the system in the future and estimate the remaining time to failure.

WSNs and IoT [24] provide an effective sensing and large-scale data acquisition system needed by the PdMs to collect the measurements. These measurements are used to describe the working conditions of the maintained systems; they are also used to estimate the future state using the predictive power of neural networks and machine learning models.

Most PdMs use WSNs and IoTs as tools[25, 26]. To the best of our knowledge, there are very few studies interested in finding PdM for WSN, most of them dominating intrusion detection of IoT systems, there is a real need for a PdM system that monitors the operational conditions of the WSNs and estimates the functional status ("OK" or faulty) after some time steps or operational steps, and predict when the probability of faults may exceed predefined threshold.

PdMs of WSNs should be incoherent with the limited resources of WSNs in terms of energy, memory, processing capacity, etc. PdMs are crucial to help the supervisors of WSN to know when a maintenance action should take place; maintenance actions in WSN may include re-clustering, controlling the movement of mobile base stations, re-deployments of nodes, and many other procedures.

1.4.2 Objectives

My goal in this research was to develop a PdM system based on a prediction model and machine learning algorithm for WSNs; the input features should be the previous $K$ observations of the QoS requirements, include energy efficiency, throughput, reliability, and delay, the input features are formed as a time series. The output should be a vector of length $M$ that represents the operability status of WSN for the next $M$ steps.

The key contributions of this field are summarized as follows:

- I developed a prediction model for PdM systems that estimates the probability that the system remains still fully operational in the next $M$ steps. The system also checks whether the operability in the next $M$ steps is guaranteed with given reliability determined by the parameter $\epsilon$.

- I used the proposed model to develop a PdM system based on a machine learning model for WSNs. It is a streaming real-time data system.
I adapted the proposed model to be fit for WSNs with limited resources by the design of a proper quantization and encoding scheme, respectively. This can significantly reduce the complexity of the model.

I implemented the proposed approach by using Feed-Forward Neural Networks (FFNNs).

The predictive model can be used inhumane activities that depend on estimation and prediction, such as stocks and monitoring of environmental and climatic changes, where the proposed PdM model can be deployed in factories or other sites.

1.5 The structure of the dissertation

The remainder of this dissertation is structured as follows. In chapter 2, I briefly introduce WSNs and the routing algorithm that consider the problem of balance between reliability and energy efficiency, then I describe the proposed model of WSNs; I also introduce a mathematical analysis of my proposed algorithm that keeps the residual energy of the path as maximum as possible. Then I present a new routing algorithm that uses Entropy to measure residual energy uniformity. Finally, I compare the performance of the proposed algorithms and other algorithms.

In chapter 3, I define stochastic WSNs, describe queuing model of WSNs, then present a theoretical preface about the principle of backpressure; after that, I describe my proposed algorithm that depends on both backpressure and Entropy of residual energy. Finally, I give numerical results that evaluate the performance of the proposed algorithm.

Chapter 4 describes the effect of data reduction techniques on reliability and energy efficiency. I present a preface about compressive sensing and MOGA; after that, I introduce my proposed algorithm that uses MOGA to optimize the compressive sensing scheme in terms of reliability and energy efficiency. I describe how to build the WSNs around the proposed algorithm. At last, I evaluate the performance of the proposed algorithm numerically via simulation.

In chapter 5, I present PdMs, their structure, and their advantages, then I give a formal presentation of the prediction model for PdM and implement it by FFNN, I customize the model as a PdM system for WSNs by using quantization and encoding schemes. Then I set up the dataset for FFNN training. Finally, I give the numerical results of a detailed performance of the algorithm under different scenarios.

In chapter 6, I summarize the results, state the thesis, and give a glance at the future.
Chapter 2

Novel reliable and energy-efficient routing protocols for WSN

In this chapter [1], I propose novel energy-aware and reliable routing protocols. The aim is to maximize the lifespan of wireless sensor networks (WSNs) subject to predefined reliability constraints by using multi-hop routing schemes. For the sake of minimizing energy consumption, the source node forwards the packet to the Base Station (BS) via other nodes as relays. In the first proposed protocol, energy efficiency is achieved by maximizing the minimum residual energy of the path subject to fulfilling a predefined reliability constraints. The second protocol is an optimized version of the first one with respect to lifespan and complexity. The optimal path is the one in which the residual energy distribution of the nodes along the path is as close to uniform as possible and the packet arrives at the base station with a given probability of success. To measure the uniformity of the residual energy distribution, I use an entropy-like measure. When implementing the protocol, the information about the current energy state of the network is maintained by using a look-up-table from which the optimal routes are computed on the BS. The BS broadcasts the updated optimal paths to each node after each round of packet transmission.

2.1 Introduction

Packets are sent to the BS either in a single-hop manner or in a multi-hop manner. In the case of single hop, the node sends the generated packet directly to the base station, which require a relatively large amount of energy. While in a multi-hop manner, source nodes send packets to BS via relay nodes forming a multi-node path, where each node in the path forwards the received packet
to another node until it reaches the BS [27]. However, in WSNs packets are transmitted to the BS via unreliable radio channels corrupted by noise and fading [28].

Many techniques have been developed to increase the energy efficiency of WSNs, covering almost all layers of communication protocols ranging from the physical layer to the application layer [29, 30]. Routing is instrumental when designing and operating WSNs; the researchers in [31] describe a group of routing metrics and constraints; they provide a guideline for the composition of these metrics to achieve efficient routing schemes.

Load balancing and reliable information transfer are contributory factors in energy-efficient communications. Lack of load balancing causes the death of some nodes too early, which breaks the connectivity of WSN and reduces the life span of the WSN [32]. The lifespan is defined as the length of time interval until the first node goes flat [33].

The reliability in WSN categorized into three classes: packet reliability, event reliability, and packet-event reliability. In this chapter, I focus on packet reliability. It is classified to up-stream packets, (which mostly represents data packet), and down-stream packets, (which generally represent control packets) [28]. Low reliability leads to high packet loss ratio in the case of low energy consumption. Most protocols achieve energy efficiency by enforcing uniform energy distribution and maximum longevity, but they do not provide reliable links where lost data means wasted energy. Also, they don’t use distinct measure for the uniformity of residual energy distribution.

In this chapter, I try to strike a good balance between reliability and energy consumption (which affects network longevity). My concern in the first part of this study is to develop novel routing algorithms that maximize the minimum residual energy subject to a predefined reliability target. To achieve this, I propose the Maximum of the Minimum Residual Energy Protocol (MMREP). According to the proposed method, I select a path by which a packet is sent to the BS over the nodes, of which the minimum remaining energy is the maximum subject to the reliability constraint. The reliability constraint means that the packet will reach the BS with a given probability. This strategy can significantly extend the life span of WSNs.

In the second part of this study, I improve the performance of the basic MMREP in terms of energy efficiency and complexity. I propose an Optimal Residual Energy Based Protocol (OREBP). In OREBP, I use the entropy-like function to measure the uniformity of the residual energy distribution. The packets are sent to the BS in a multi-hop manner. The protocol guarantees that the distribution of the residual energy will remain as close to uniform as possible. Experimental results demonstrated that this method achieves optimal load balancing.

I introduce two novel routing algorithms. They achieve an efficient load balancing under predefined reliability constraint. The key contributions of this chapter are summarized as follows: First, I presented a mathematical analysis for the selection of relay nodes based on the remaining energy and reliability.
Second, I proposed MMREP to select the path that maximizes the remaining energy of its nodes subject to the reliability constraint. Third, I introduced the entropy-like function to measure the uniformity of residual energy distribution. Fourth, I proposed OREBP, which selects the path based on the entropy of residual energy of the path.

The remainder of the chapter is organized as follows:

- In Section 2.2, I provide an overview of related work in the literature.
- In Section 2.3, I introduce the framework in which the different communication protocols will be discussed.
- In Section 2.4, I describe MMREP to select the path which keeps the residual energy as maximum as possible.
- In Section 2.5, I describe OREBP to select the optimal path that maintains uniform residual energy distribution.
- In Section 2.6, I give the numerical results of a detailed performance analysis of the algorithms where their performances are compared with other protocols.
- In Section 2.7, some conclusions are drawn.

2.2 Related Work

Previous works done in the field, classify energy-efficient routing protocols into homogeneous WSN protocols (where all the nodes are identical) and heterogeneous WSN protocols, both types are subdivided into static and mobile [34]. Other researchers classify them based on the network structure (flat and hierarchical); on the communication model (negotiation-based, query-based, and coherent-based); on the topology (location-based and mobile agent-based); or on the reliability (QoS-based and multipath-based) [35].

Some researchers improved the energy efficiency of WSNs by using hierarchical packet forwarding protocols. Low Energy Adaptive Clustering Hierarchy (LEACH) is a hierarchical cluster-based protocol [36, 27]. The network is divided into several clusters; a cluster head (CH) is selected to receive the packets from respective members of that cluster, and then, it forwards the packet directly to the BS. In LEACH, energy efficiency is achieved by clustering and data fusion. By clustering, just the CH has a direct long-distance transmission to the BS; other nodes send their data to CH in short-distance transmission. By data fusion, the CH removes redundant data and fuses the received packets into a single packet. The cluster heads are selected randomly and changed periodically in time to achieve load balancing [36]. However, ignoring the energy level of the cluster head may make it a bottleneck node, and it does not consider reliability.
There are several modified versions of LEACH and these modifications based on three principles, selection of CH, clustering, and data transmission. In LEACH-C, the selection of CH is centric and performed by BS based on the remaining energy and location of nodes [34]. In NEAHC, load balance and energy efficiency are achieved by selecting the CH based on remaining energy. Also, members with low energy are forced to switch between sleep and active status [37]. The authors of [38] propose the selection of CH and clustering based on practical swarm optimization and fuzzy logic; the fitness function depends on the distance between nodes and CH, the distance between CH and BS, and the minimum consumed energy. In [39], the firefly heuristic algorithm is used to select the CH based on distance, energy, and delay. In terms of clustering, CACD algorithm constructs clusters based on the energy depletion of the clusters and node density [40].

Another protocol referred to as PEGASIS is an underlying chain-based routing algorithm [41]. It is a modification of LEACH, the nodes are grouped into a chain using a greedy algorithm, and each of them acts as chain head in turn; each node fuse the received packet into its packets, the fused packet is forwarded to the closest neighbor until it arrives at the chain leader. The chain leader aggregates the packets together and sends them directly to the BS. By selecting the chain leader, regardless of its energy, can result in a shorter lifespan. CHIRON [42] is a chain-based routing protocol that increases energy efficiency by dividing the network field into some smaller areas to create shorter chains for reducing data transmission delay and path duplication. The Energy-Efficient Chain-Based (EECB) routing protocol [43] modified PEGASIS by selecting the chain leader based on the residual energy and distance from the BS. The scheme in [44] selects the chain leaders from a group of nodes in the neighborhood of BS. The authors of [45] used a heuristic Ant Colony optimization to reduce delay and to find the optimal path with minimum transmission distance.

As far as the reliability is concerned in [33], an energy-efficient and reliable protocol is proposed achieving a predefined reliability by multipath routing. But, only two-hop paths are assumed. Researchers of [9], improve the reliability by finding the best location of CH. RE-AEDG [8] and GIN [10] protocols use the cooperative routing model to enhance reliability, where the transmitted packet is overheard by several neighbors and retransmitted by several neighbors too. Some researches use network coding to improve reliability [46, 18]. Most of these protocols improve reliability by increasing the redundant data, which means wasted energy.

Unfortunately, these protocols do not achieve optimal energy balancing and do not take reliability into consideration when selecting an energy-efficient path. As a result, further investigation is needed into developing packet forwarding mechanisms.
2.3 The model

For developing new routing algorithms I consider WSNs as a graph $G(V, E, d)$, where set $V$ refers to the nodes $V = |N|$, while set $E$ denotes the edges and $d_{ij}$, ($i, j = 1, ..., N$) are the distances between the nodes, which are arranged in a distance matrix, distance represents edge weight. Packets are forwarded from the nodes to the BS in the form of multihop routing. In multihop protocols, the nodes use each other to relay the packets until they finally are received by the BS.

Based on the Rayleigh fading model [43], the energy $g_{ij}$ needed for transmitting a single packet from node $i$ to node $j$ over distance $d_{ij}$ with the probability of successful transmission $P_{ij}$ is given as

$$g_{ij} = -d_{ij}^\alpha \theta \sigma^2_Z \ln(P_{ij}) \tag{2.1}$$

where $\theta$ is the so-called modulation and coding constant [47], $\sigma^2_Z$ denotes the power of noise, $\alpha$ is the large-scale path loss exponent (usually $2 \leq \alpha \leq 6$). The reliability constraint is expressed by a predefined data loss percentage $\varepsilon$; where the probability of overall success of packet transmission from the source node to the BS is supposed to fulfil $\prod_{j=0}^{m} P_{lj_{j+1}} = 1 - \varepsilon$, in case of using $m$ relay nodes to forward packets to the BS. I adjust $g_{ij}$ to get same $P_{ij}$ for all nodes, $P_{ij} = \sqrt[\sqrt{\varepsilon}]{1 - \varepsilon}$.

The energy state of the network at time instant $k$ is described by an energy state vector $c(k) = (c_1(k), ..., c_N(k))$ where $c_i(k)$ represents the available battery power at node $i$ at time instant $k$. I assume that all the nodes have the same initial energy at time instant 0, i.e. $c_i(0) = E \forall, i = 1, ..., N$.

When seeking a path of maximum $m$ relay node from the source node $s$ to the BS, we search for a set of indices $R = \{l_1, ..., l_m\}$ referring to the relay nodes participating in the packet transfer, where the source node $s$ sends the packet to node $l_1$ then the packet is forwarded to node $l_2$ and so on, and finally from node $l_m$ to the BS. Each node has a copy of the routing table which is calculated and broadcasted by BS.

In the forthcoming discussion, I assume that the BS has full information on the distance matrix of the network and, as a result, it has the routing table of all nodes. The BS updates its version of the energy state vector after receiving each packet, by which it perceives of the remaining energy and the existence of the nodes. With each round, it runs the proposed algorithms to calculate the optimal path from each node according to the energy state vector, the predefined data loss percentage ($\varepsilon$), and predefined maximum number of hops. The updated routing table is then broadcast to all nodes. I also suppose deterministic transmission, where the nodes transmit the same amount of data in a predefined frequency (periodically), and each node forwards packets according to its routing table.

One may say that this procedure will increase the energy consumption due
to the frequency of BS broadcasting. However, the energy needed for receiving is significantly less than the energy needed for transmission [40]; it does not depend on the distance; it just depends on the size of the received information. The information received by the nodes is a short control message; it consists of the ID of the node, the ID of the next relay node, and the ID of the source node. Moreover, nodes eliminate the overhead required for chain or path setup, as with PEGASIS and LEACH [33, 40]. The BS, with its high energy and high computational capabilities, does all the work—this configuration is used for the majority of IoT systems. Besides that, the proposed algorithms reduce the consumed energy in overhearing reception; the node receives just from the relay node specified by BS deterministically, which makes the algorithms beacon-less because the nodes don’t need to exchange routing information.

In the proposed protocols, aside from the necessity of determining the optimal energy consumption values that maximizes the residual energy of the path, it is also necessary to guarantee that the packets arrive at the BS with a given reliability \((1 - \varepsilon)\).

### 2.4 Routing to Maximize the Minimal Residual Energy

In this section, I select a path in which a packet is sent to the BS with the minimum remaining energy being maximized subject to the constraint that the packet will reach the BS with a given probability.

Thus, the path over which the packet is forwarded to the BS (denoted by \(\mathcal{R}\)) is optimal if

\[
\mathcal{R} : \max_{\mathcal{R}} \min_i c_i(k + 1)
\]

subject to the constraint \(\prod_{j=0}^{m} P_{l_j, l_{j+1}} = 1 - \varepsilon\). This strategy can easily be implemented when the hop count of packet transfer has been set prior to sending the packet to the BS.

#### 2.4.1 2-hop routing

Let us assume that packets are forwarded to BS in a two-hop path, and the sender node is denoted by \(s\), while the intermediate node relaying this packet to the BS is node \(l\). Then there are two components that change in vector \(c(k + 1)\) compared to \(c(k)\),

\[
c_s(k + 1) = c_s(k) - \left(-d_{s,l} \frac{\Theta \sigma_z^2}{\ln(P_{s,l})}\right).
\]

and

\[
c_l(k + 1) = c_l(k) - \left(-d_{l,BS} \frac{\Theta \sigma_z^2}{\ln(P_{l,BS})}\right).
\]
Furthermore, if one wants to ensure that the packet sent by node $s$ reaches the BS with a given probability $1 - \varepsilon$, then the reliability constraint can be expressed as $P_{s,l} \times P_{l,BS} = 1 - \varepsilon$.

Thus, in the case of two-hop routing, one has to determine the relay node $l$, by solving the following constrained optimization problem:

$$l_{opt} : \max_{l} \min \left\{ c_s(k) - d_{sl} \frac{\Theta \sigma_Z^2}{\ln(P_{s,l})}, c_l(k) - d_{l,BS} \frac{\Theta \sigma_Z^2}{\ln(P_{l,BS})} \right\}. \quad (2.5)$$

subject to the constraint $\ln(P_{s,l}) + \ln(P_{l,BS}) = \ln(1 - \varepsilon)$.

**Solution**

Let us assume that we have chosen a relay node denoted by index $l$, then the condition $P_{s,l} \times P_{l,BS} = 1 - \varepsilon$ can be paraphrased as:

$$\ln(P_{s,l}) + \ln(P_{l,BS}) = \ln(1 - \varepsilon). \quad (2.6)$$

From Eq. (2.1)

$$- \frac{d_{s,l}^a g_{s,l}^2}{g_{s,l}} - \frac{d_{l,BS}^a g_{l,BS}^2}{g_{l,BS}} = \ln(1 - \varepsilon). \quad (2.7)$$

From Eq. (2.7), we can define $\varphi(g_{sl})$ which expresses the relationship between $g_{l,BS}$ and $g_{s,l}$ due to the constraint as:

$$\varphi(g_{sl}) = g_{l,BS} = \frac{-g_{sl} d_{l,BS}^a \Theta \sigma_Z^2}{g_{sl} \ln(1 - \varepsilon) + d_{l,BS}^a \Theta \sigma_Z^2}. \quad (2.8)$$

The minimum residual energy (if node $l$ is selected) will be maximum if the residual energy at the source node and the relay node are equal to each other $c_s(k+1) = c_l(k+1)$. So from Eq. (2.3) and Eq. (2.4): $c_s(k) - g_{s,l} = c_l(k) - g_{l,BS}$ and by using Eq. (2.7) and Eq. (2.8), we have:

$$c_s(k) - g_{s,l} = c_l(k) - \varphi(g_{sl}). \quad (2.9)$$

One can use Eq. (2.8) to determine $g_{ls,\text{opt}} : c_s(k) - g_{s,l} = c_l(k) - \varphi(g_{sl})$, since the source node $s$ is given, one can calculate $g_{ls,\text{opt}}$ for all possible relay nodes $l = 1, ..., N$. Then $l_{opt}$ can be selected by solving the problem

$$l_{opt} : \max_{l \in 1, ..., N, l \neq s} c_s(k) - g_{sl,\text{opt}}. \quad (2.10)$$

This requires the solution of Eq. (2.9) $N - 1$ times and then $N - 1$ comparison of the value $c_s(k) - g_{ls,\text{opt}} \forall l = 1, ..., N, l \neq s$. 
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2.4.2 Extension to m-hop routing

Based on this reasoning, the protocol can easily be extended to m-hop routing, as well. Now, I assume that packets are forwarded to BS via an m-hop path and the sender node is node \( I_0 = s \) and the sink node is the BS denoted by \( BS = m + 1 \). The path containing the sender and the relay nodes is denoted by \( \mathcal{R} = \{ l_0, ..., l_m \} \).

Then there are \( m+1 \) components changing in vector \( c(k + l) \) compared to \( c(k) \), given as \( c_l(k + 1) = c_l(k) | g_{l_j,l_j+1}, j = 0, ..., m \). Similarly to the previous constraint, if one wants to ensure that the packet sent by node \( s \) reaches the BS with a given probability \((1 - \varepsilon)\), then the reliability constraint can be expressed as \( \prod_{j=0}^{m} P_{l_j,l_j+1} = 1 - \varepsilon \). Thus, in the case of \( m \) hop routing, one has to solve the following constrained optimization problem:

\[
\begin{align*}
    l_{1,\text{opt}}, l_{2,\text{opt}}, ..., l_{m-\text{opt}} : & \max_{l_2,l_3, ..., l_m \in [0, ..., L]} \min_{j \in [0, ..., L]} \left( c_{l_j}(k) - d_{l_j,l_j+1} \frac{\Theta \sigma^2_Z}{\ln(P_{l_j,l_j+1})} \right) \cdot (2.11) \\
    \text{subject to the constraint } & \prod_{j=0}^{m} P_{l_j,l_j+1} = 1 - \varepsilon.
\end{align*}
\]

**Solution**

Let us assume that one has chosen a path \( \mathcal{R} = \{ l_0, ..., l_m \} \). Along this path the reliability constraint \( \prod_{j=0}^{m} P_{l_j,l_j+1} = 1 - \varepsilon \) can alternatively be given as \( \sum_{j=0}^{m} \ln(P_{l_j,l_j+1}) = \ln(1 - \varepsilon) \).

From Eq. (2.1) it becomes:

\[
\sum_{j=0}^{m} \ln(P_{l_j,l_j+1}) = -\sum_{j=0}^{m} \frac{d_{s,l_j}^a}{\theta \sigma^2_Z} = \ln(1 - \varepsilon). \quad (2.12)
\]

The minimum residual energy will be maximum if the residual energy at all the relay nodes are equal to each other \( c_{l_j}(k + 1) = c_{l_j+1}(k + 1), j = 0, ..., m \). So from Eq. (2.3) and Eq. (2.4):

\[
c_{l_j}(k) - g_{l_j,l_j+1} = c_{l_j+1}(k) - g_{l_j+1,l_j+2}. \quad (2.13)
\]

The \( m+1 \) equations above yield a solution to \( g_{\text{opt}} = (g_{l_0,l_{\text{opt}}}, ..., g_{l_m,BS,\text{opt}}) \). One can calculate \( g_{\text{opt}} \) for all possible \( m \) hops paths fixing the path \( \mathcal{R} = \{ l_0, ..., l_L \} \), where \( L \) is the actual number of hops. Then the optimal path \( \mathcal{R}_{\text{opt}} = \{ l_0, l_{1,\text{opt}}, ..., l_{m,\text{opt}} \} \) can be sought by solving the following problem:

\[
\mathcal{R}_{\text{opt}} = \{ l_0, l_{1,\text{opt}}, ..., l_{m,\text{opt}} \} : \max_{\mathcal{R}} \left( c_{l_0}(k) - g_{l_0,l_{1,\text{opt}}}(k) \right). \quad (2.14)
\]

This requires the solution of Eq. (2.12) \( \sum_{L=1}^{m} \frac{(N-1)!}{L!(N-1-L)!} \) times and then
\[ \sum_{l=1}^{m} \frac{(N-1)!}{L!(N-1-L)!} \text{comparisons of the value } c_{l_0}(k) - g_{l_0,l_1,\text{opt}}. \] I refer to this method of routing the packets to the BS as the Maximum of minimum Residual Energy Protocol (MMREP). Figure 2.1 shows the steps of MMREP summarized in a flowchart:
2.5 Optimal path selection based on networks state energy entropy

We can further generalize this method by introducing an entropy-like measure on energy distribution. The equality of residual energy of relay nodes can be extended for uniform distribution of residual energy across all the nodes of the path. This uniformity can be achieved by maximizing the entropy of the residual energy. At instant \((k = 0)\), the entropy is maximum because all the nodes have the same initial energy; to keep the entropy at maximum, the gradient of the entropy should be minimized. We can calculate the entropy of the normalized residual energy distribution on the nodes of the network \(\tau(k) = c_1(k), c_2(k), ..., c_N(k)\) at time instant \(k\). Hence, the entropy characterizing the current energy distribution is:

\[
H(\tau) = \sum_{i=1}^{N} \frac{c_i(k)}{\sum_{j=1}^{N} c_j(k)} \log \frac{\sum_{j=1}^{N} c_j(k)}{c_i(k)}.
\]  

(2.15)

The gradient of the entropy can be calculated as follows

\[
\nabla = \nabla H(\tau) = \frac{\partial H}{c_1}, \frac{\partial H}{c_2}, ..., \frac{\partial H}{c_N}.
\]  

(2.16)

Suppose that source node \(s\) is sending a packet via the relay nodes \(l_1, ..., l_m\) where \(l_m\) is the last relay node, then the residual energy of nodes involved in packet forwarding will change as:

\[
c_{ij}(k+1) = c_{ij}(k) - \left( -d_{l_{j+1}} \frac{\Theta \sigma^2}{\ln(P_{l_{j+1}})} \right).
\]  

(2.17)

Further, the gradient of the entropy of the energy distribution on relay node is given as

\[
\frac{\partial H}{\partial c_l} = \frac{\sum_{j=1}^{N} c_j(k) - c_l(k)}{\left( \sum_{j=1}^{N} c_j(k) \right)^2} \log \left[ \frac{\sum_{j=1}^{N} c_j(k)}{c_l(k)} \right] + \frac{c_l(k) - \sum_{j=1}^{N} c_j(k)}{\left( \sum_{j=1}^{N} c_j(k) \right)^2}.
\]  

(2.18)

while the gradient of the entropy of the energy distribution on the other nodes of the path is given as

\[
\frac{\partial H}{\partial c_i} = \frac{-c_i(k)}{\left( \sum_{j=1}^{N} c_j(k) \right)^2} \log \left[ \frac{\sum_{j=1}^{N} c_j(k)}{c_i(k)} \right] + \frac{c_i(k)}{\left( \sum_{j=1}^{N} c_j(k) \right)^2}.
\]  

(2.19)

Thus, the change of the entropy is:

\[
\Delta H = \nabla^T \cdot \Delta \tau(k).
\]
The Optimal path is the one that keeps this gradient minimum, thus enforcing only small changes in the energy entropy, guaranteeing that the energy distribution falls as close to its maximum as possible. In this way, a more or less uniform residual energy distribution can be maintained, while sending packets to the BS. The optimum choice of relay nodes (the optimal path) which minimizes the change in the gradient can be obtained as:

\[ l_{opt} = \min (\Delta H = \nabla^T \Delta \bar{c}(k)). \]  

(2.20)

After each round the BS updates the residual energy vector of all nodes, \( c(k) = c_1(k), \ldots, c_i(k), \ldots, c_N(k) \), and find the optimal path from node \( i \) to BS, and calculate the relay nodes of the path using OREBP. The BS broadcasts a new look-up-table containing the optimal routes of each node. This can help reduce the computational load on the nodes and improve their energy efficiency.

The needed calculations increase as the number of maximum hops \( (m) \) increases; as the maximum number of hops \( (m) \) increases, more possible paths are available and more optimality is achieved.

I refer to this method of routing the packets to the BS as the Optimal Remaining Energy-Based Protocol (OREBP). The steps of the algorithm are summarized by the flowchart shown in Fig 2.2.
2.6 Simulation results

I used MatLab R2018b installed on a personal laptop to evaluate the performance of the proposed algorithms MMREP and OREBP, respectively in comparison to the PEGASIS protocol. In PEGASIS, each node forwards the packet to its closest neighbor; when the packet arrives at the chain leader, it sends the packet directly to the base station.
PEGASIS does not take reliability into consideration, whereas MMREP and OREBP do. To introduce reliability constraints to PEGASIS and thus make it comparable with the proposed protocols, it is modified as follows: each packet should be forwarded to the BS with at least success probability $P_{ij} = (1 - \varepsilon)$, where $i$ is the source node and $j$ is the destination node. From Eq. (2.1); $P_{ij} = -d_{ij}^{\alpha} \frac{\theta \sigma^2}{g_{ij}}$ is calculated as in [47]. In case of an $m$-hop path, $P_{path} = \sqrt[2m]{1 - \varepsilon}$. For the whole round, I calculated the average success probability of all paths. Figure 2.3 shows how 100 nodes are deployed randomly onto a grid of 100 m $\times$ 100 m according to a 2D normal distribution; the BS is allocated in the upper-right corner of the sensing field, as shown by the green point, while Fig. 2.4 shows the network as a graph. The highlighted chain is constructed by the Dijkstra shortest path algorithm, as defined by the base station.

![Figure 2.3: Simulated Network](image)

The transmission energy will be calculated according to Rayleigh fading model Eq. (2.1) under the following assumptions:

- Neglecting Conditioning energy needed by the electronics.
- $\Theta = 10^{-6}$.
- $\sigma^2_Z = 0.1$.
- $\alpha = 2$.
- $P_{ij}$ is calculated based on reliability $(1 - \varepsilon)$ and the number of relay nodes $m$, where $\prod_{j=0}^{m} P_{ij_{j+1}} \geq 1 - \varepsilon$. I assumed that $P_{ij}$ is the same for all nodes, then $P_{ij} = \sqrt[m]{1 - \varepsilon}$. 
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• All the nodes have the same initial energy.

• The lifespan is the number of packets transmitted over the chain until the first node goes flat. Each transmission round carries a single packet.

• Each node has an adjustable power transmission, which enables it to access any node in the chain including the BS.

Figure 2.4: The network as a graph

The path shown in Fig. 2.4 consists of seven nodes, numbered from 1 to 7, where node number 1 is the farthest from the BS, it is shown as red point in Fig. 2.3. Figure 2.5 shows the residual energy of the nodes in the chain for MMREP, OREBP, and PEGASIS respectively, when the first node goes flat. In the case of MMREP and OREBP, one can note that almost all the nodes have the same level of residual energy, the residual energy is distributed more uniformly (near zero) for all nodes, In the case of PEGASIS, one can note also note that as the node gets further away from the BS, it loses energy at a higher rate, the residual energy of the nodes decreases as the nodes gets farther from the BS. So, one can note unevenly distribution of the residual energy.

Figure 2.6 shows the life span of a network which uses MMREP, OREBP, PEGASIS, subject to a reliability constraint, with different data loss percentage $\varepsilon$ values, 0.025, 0.05, 0.075, 0.01, 0.125 and 0.15, respectively.

Since PEGASIS does not consider $\varepsilon$ when calculating transmission energy, the figure shows that it has a higher life span than MMREP and OREBP; it uses lower transmission energy, which causes a higher packet loss percentage, which means lower reliability; hence, the life span of a network with PEGASIS is the same regardless of data loss percentage $\varepsilon$. In the case of the proposed algorithms, however, life span increases with increasing data loss percentage $\varepsilon$, while the probability of successful packet transmission $(1 - \varepsilon)$ is decreasing.
With MMREP and OREBP, the life span is a function of $\varepsilon$. The users can trade-off between the reliability represented by $\varepsilon$ and the life span.

Figure 2.5: Distribution of Residual Energy of the path at the moment when the first node goes flat.

Figure 2.6: Lifespan with different data loss ($\varepsilon$).

Figure 2.7 shows the success probability with OREBP and PEGASIS. I assumed a predefined data loss rate ($\varepsilon = 0.05$) for OREBP. The success probability for PEGASIS is calculated as mentioned above. The figure shows the success probability against a variable number of hops ranging from one to six. OREBP always has a higher success probability than PEGASIS, although the value depends on the number of hops. The figure shows that using OREBP improves the reliability from 63% in case of a one-hop path to 71% in case of a
six-hop path. Lost data means wasted energy. The figure shows that the success probability decreases with an increasing number of hops. In OREBP, the operator can control the success probability by trading off between predefined data loss $\varepsilon$ with life span, as shown in Fig. 2.6.

Figure 2.7: Success probability when data loss ($\varepsilon = 0.05$).

Figure 2.8 shows the relationship between the life span and the number of hops in the case of MMREP, OREBP, and PEGASIS, respectively. I assumed a predefined data loss rate ($\varepsilon = 0.05$). In the case of MMREP, OREBP, the consumed energy depends on $\varepsilon$. The probability of the overall success of packet transmission from the source node to the BS should satisfy $\prod_{j=0}^{m} P_{j,j+1} = 1 - \varepsilon$, where $m$ is the number of the hops.

Figure 2.8: lifespan & maximum number of hops ($\varepsilon = 0.05$).
The figure shows the life span against a variable number of hops ranging from one to four. We note that the life span with OREBP increases as the number of hops increases. But, in the case of MMREP, the relationship is unstable because the set of Eq. (2.12) is solved numerically, where a set of solutions are found, so, one needs an algorithm to pick the suitable solution. In OREBP, life span increases as the number of maximum hops increases because there are more paths available to select from. With PEGASIS, the consumed energy is a function of single transmissions rather than the path overall transmissions, so it does not depend on the number of hops.

As the number of hops increases, not only the life span becomes longer, but also the complexity of the algorithm increases. Figure 2.9 shows the relationship among the maximum number of hops m, on the x-axis, the life span y-axis on the left, and the execution time (a proxy for the complexity) on the secondary y-axis on the right. As expected, the figure shows that in OREBP as the number of hops increases, the life span increases, but the complexity of the protocol also increases. The user has the choice of trade-offs between the life span, the complexity, and the maximum number of hops.

![Figure 2.9: Lifespan, Number of hops and Execution time.](image)

All the figures show higher a life span with PEGASIS, but also a high percentage of lost data, which implies wasted energy. The results show that the performance of OREBP is better than the performance of MMREP. As mentioned, MMREP is the basic idea of the algorithm, but I used the entropy principle to optimize it and to reduce its complexity.

## 2.7 Conclusions

In this chapter, I introduced a protocol which maximizes the minimum residual energy subject to a predefined reliability constraint. I optimized the energy balancing of WSNs by a new protocol (OREBP) to achieve uniform
energy consumption by maximizing an entropy-like measure. The performance of the proposed protocols was compared to the performance of PEGASIS. As demonstrated by the simulation results, the proposed protocols improve the energy efficiency of WSNs by maximizing the life span, subject to a reliability constraint. They also improve the energy consumption distribution among the nodes of the network. As shown, the proposed protocols still have a high degree of complexity. I defined four performance parameters: life span, data loss percentage, the maximum number of hops, and the complexity. The network operator has the choice to control the performance by striking an optimal trade-off among these parameters. To achieve this required the solution of a constrained optimization problem.
Chapter 3

A new energy-efficient and reliable protocol for stochastic WSNs

In this chapter [2], I take into account that the packets are generated, buffered, and transmitted subject to queuing dynamics; thus, I investigate the stochastic WSNs. A new energy-efficient and reliable routing protocol is introduced by using a stochastic traffic generation model and a wake-up/sleep (ON/OFF) mechanism. As before, my objective is to improve the longevity of the WSNs by energy balancing and providing reliable packet transfer to the base station at the same time. The proposed protocol is based on the principle of the back-pressure method. In order to optimize energy consumption, I use a cost function related to entropy like function defined over the residual energies of the nodes. In the case of two-hop routing the optimal relay node is selected as the one which has maximum backlog difference and keeps the distribution of residual energy as close to uniform as possible. The uniformity is measured by the change of the entropy-like function defined over the residual energies of the nodes. This protocol also assumes the Rayleigh fading model, it guarantees that the transmission energy is enough to ensure arriving the packet at the base station with a predefined probability of success. Simulation results show that the proposed algorithm significantly improves the performance of traditional back-pressure protocol with respect to energy efficiency, E2E delay and throughput, respectively.

3.1 Introduction

While in deterministic WSNs the nodes transmit the data according to a predefined schedule, in the case of stochastic WSNs the nodes randomly
transmit data subject to queuing dynamics; the MAC manages to build in queues-like where the data is held before transmission. Some WSN applications require this paradigm such as surveillance and event-based applications.

Queueing theory is widely used in the design and analysis of WSNs [48]. In [49] queuing models are used to characterize End-to-end delays in WSNs. In [50] it is also used to detect and control the congestion of WSNs. Furthermore, queueing theory is used in [51] to improve and analyze the energy efficiency of WSNs by controlling ON/OF schemes. Paper [52] uses queueing theory to improve the reliability by adjusting the arrival rate and service rate with queue length to prevent congestion which causes packet loss because of overflowing queues.

There are many routing protocols based on the Back-Pressure algorithm [53], where the WSNs are considered as a network of queues. The routing and forwarding decisions are made independently for each packet by computing the back-pressure weight for each outgoing link. The back-pressure weight is a function of the difference between the backlogs of both ends of the link, estimated link rate, and Link cost (Penalty) function, respectively.

In this chapter, I propose Back-Pressure and Energy Entropy Based protocol (BPEEBP), a new energy-efficient and reliable routing algorithm which is based on back-pressure and the entropy of the residual energy. Besides the difference of the backlog of both ends of the link, BPEEBP uses a cost function depending on the change of entropy of the residual energy of the nodes, the higher this entropy is, the closer we get to uniform energy distribution among the nodes.

I assume that the nodes generate packets randomly, subject to a stochastic model, and their activities are controlled by an ON/OFF scheme. As far as the radio propagation is concerned, I use the Rayleigh fading model. BPEEBP aims to increase longevity and guaranteeing a given level of reliability at the same time. The proposed protocol improves energy efficiency concerning the total consumed energy and enforcing uniform energy distribution among the nodes; thus eliminating the formation of the bottleneck nodes. Also, it is aware of influential issues such as the limited storage space of the node, end-to-end delay, and congestion occurrence.

The remainder of this chapter is divided into six sections:

- In section 3.2, I give an overview of the related work.
- In section 3.3, I introduce my model for the WSN.
- In section 3.4, I present a description of the routing protocol.
- In section 3.5, I give the numerical results of a detailed performance analysis of the algorithms where their performances are compared with other protocols.
- In Section 3.6, I draw some conclusions.
3.2 Related work

The Back Pressure protocol developed to achieve energy efficiency and taking the data traffic into account was first proposed by L. Tassiulas and A. Ephremides in 1990. Some Back-pressure based protocols used in WSNs are centralized, where the routing and scheduling decisions are taken by the Base Station [54]. The shortest-path-aided back-pressure algorithm (SBA) introduced in [55] is a centralized protocol and it aims to reduce end-to-end (E2E) delay, not only the backlog difference and estimated link rate are taken into consideration, but also the number of hops from the source node to the destination.

Back-pressure Based Collection Protocol (BCP) is a distributed back-pressure based protocol [11], routing, and scheduling decisions are taken by the node itself, besides backlog, it uses the expected number of transmission (EXT) as a penalty (cost) function. BCP uses LIFO (last in, first out) queue structure to reduce E2E delay, it uses the floating-queue idea to solve the problem of the packets arrived early, these packets may be trapped at some relay nodes, by floating queues, they are discarded and moved to a virtual queue [11].

In traditional back-pressure algorithms, a small backlog difference may cause a selection of long paths but Packet-by-Packet Adaptive Routing and scheduling algorithm (PARN) addresses this issue [12]. An M-back-pressure mechanism is introduced where the link is scheduled to be active only if the difference between the length of the queues of the source node and the destination node is larger than \(M\) (\(M > 1\)). But, this may increase E2E delay in case of light and moderate traffic. To solve this problem and to reduce queues complexity (i.e. the number of queues in each node), adaptive routing is proposed, where each node has an actual queue for each neighbor, and shadow queues for each node in the networks, shadow queues are just counters. The back-pressure of the links depends on the difference of the counters; packets are served from the real queue at the link in a first-in, first-out method (FIFO).

The protocols mentioned above aim at improving the E2E delay and reducing the complexity, but gradient assisted energy-efficient back-pressure scheduling algorithm (GRAPE) seeks to improve the energy efficiency of WSNs [13]. In GRAPE, the weight of the link is determined on the basis of the differential backlogs for the source and the destination, the residual energy statues of the destination, and their gradient difference, where the gradient is the hop count between the node and the base station, the nodes forward the packet to the neighbor which has higher residual energy and closer to the base station.

Multi-factors back-pressure scheduling algorithm (MFBS) presented in [14] uses the same idea, but it takes the distance between nodes into the account instead of the number of hops. But residual energy and the distance from the base station do not guarantee the absence of a bottleneck node, because they do not ensure a uniform distribution of residual energy.

Other research improve the performance of back-pressure by combining it
with other techniques. NCBPR [56] combines back-pressure with network coding; it uses network coding to reduce congestion, redundant data, where a back-pressure algorithm is used for routing scheduling to guarantee load balancing among the nodes. BRPL [57] conglomerates back-pressure algorithm and RPL (routing protocol for low-power and lossy networks), it switches between them based on the status of the network, routing decisions are taken depending on both gradients of the backlogs (related to back pressure); switching between them solve the problem of the poor performance of RPL in terms of network dynamics and throughput. Such algorithms are used in large scale IoT, they are complicated and difficult to be implemented in traditional WSNs.

In this study, I combine the back-pressure protocol with energy balancing to prolong the life span of WSNs; energy balancing will be controlled by entropy-like measure. Reliability is maintained by assuming the Rayleigh fading model; it determines the transmission energy needed to guarantee that the packet arrives at the base station with a predefined probability of success.

3.3 The system model

In this chapter, I suppose the model of WSNs described in section 2.3. My algorithm is a chain based algorithm; the base station constructs a set of chains cover all the nodes of the WSN. The chains are constructed by the Dijkstra shortest path algorithm, and the BS has full vision of distance matrix between nodes, the distance between two nodes represents the weight of the corresponding edge in the graph of the network. The path from the source node $i$ to the BS is described as a set of $m$ relay nodes participating in the packet transfer, $\mathcal{R}_{i-BS} = \{i, r_1, ..., r_m, BS\}$.

Based on the Rayleigh fading model [43], the energy $g_{ij}$ needed for transmitting a single packet from node $i$ to node $j$ with the probability of successful transmission $P_{ij}$ is given by Eq.(2.1), in a two-hop path, there are two components that change in energy state vector $c(k+1)$ compared to $c(k)$ as shown in Eq.(2.3) and Eq.(2.4). To ensure that the packet sent by node $i$ reaches node $j$ with a given probability $1 - \varepsilon$, then the reliability constraint can be expressed $P_{i,j} = 1 - \varepsilon$.

In the case of stochastic WSN, the network can be considered as an open network of $M / M / 1$ queues; each queue has two types of arrivals:

1. External arrivals follow Poisson process at a rate of $\gamma_i$; they represent the generated packets by the node, the vector $\gamma$ represents the generation rate of the chain.

2. Internal arrivals represent the received packets from other, where $\lambda_i$ is the total arrival rate of both external and external arrivals, the vector $\lambda$ represents the mean arrival rate of the chain. nodes

The service rate $\mu_i$ of the queue represents the transmission rate of the node $i$, as shown in Fig. 3.1.
The queue lengths of the nodes of the network at time instant $t$ is represented as a queue length state vector $q(t) = q_1(t), ..., q_i(t), ..., q_N(t)$, where $q_i(t)$ is the queue length of node $i$ at time instant $t$. I assume that the nodes are symmetrical, they have the same generation and service rate.

![Figure 3.1: The node as a queue](image)

As the case in most of WSNs, I assume that the network is controlled by a wake-up/sleep (ON/OFF) scheme to achieve better energy efficiency. I selected scheduled rendezvous wakeup mechanisms; all the nodes wake up together for the same period, they also return to sleep mode together for the same period too. This mechanism is used in IEEE 802.11 power saving mode (PSM), it is appropriate for a single hop network and when all the nodes are accessible for each other [58].

Theoretically, based on Jackson networks [59, 60], The total mean packet arrival rate to the queue of node $i$ is:

$$\lambda_i = \gamma_i + \sum_{j=1}^{c} \lambda_j$$  \hspace{1cm} (3.1)

$$\lambda = \gamma (I - R)^{-1}$$  \hspace{1cm} (3.2)

where $I$ is the identity matrix, $R$ is routing matrix, where $R_{ij}$ is the probability that a packet serviced by node $i$ is sent to node $j$, and $c$ is the length of the chain. If the average sleep period is $\beta$ and $\alpha$ is the average wake up period, then the actual mean of arrival and service rates are

$$\lambda_i = \frac{\beta}{\beta + \alpha} \lambda_i$$  \hspace{1cm} (3.3)

$$\mu_i = \frac{\beta}{\beta + \alpha} \mu_i$$  \hspace{1cm} (3.4)
3.4 Routing with reliability and energy balancing

The back-pressure algorithm was introduced in [53], it deals with both routing and scheduling (forwarding) processes, in routing process the most effective path is defined, but in the scheduling process, the decision to activate the proposed route is taken. At time slot $t$, back-pressure algorithm calculates the weight of the all possible outgoing links; it defines the link with maximum weight at time slot $t$ as:

$$\omega_{i,j}(t) = \max(\Delta Q_{i,j} - K \theta_{i,j}) \quad (3.5)$$

where $\Delta Q_{i,j}$ is the differential backlog for both ends of the link, $\theta_{i,j}$ is the cost function and $K$ is a constant used to normalize the cost function, the tie is broken arbitrarily.

The link with maximum weight is activated under schedule $\pi(t)$ based on the following optimization function :

$$\pi(t) = \arg \max_{\pi \in l} (\omega_{i,j}(t) r_{i,j}) \quad (3.6)$$

where $r_{i,j}$ is the expected link rate and $l$ is the set of all feasible schedules subject to link interference model, and $\omega_{i,j} > 0$ [11, 12]

There are attractive advantages of back-pressure algorithms such as, The optimality of the network throughput (the rate at which the base station receives the packets.), simplicity, adaptive resource allocation, and supporting of stateless and agile routing and scheduling [54].

But also there are some disadvantages such as, complexity (maintaining a large number of queues) and it may cause high E2E delay. A lot of researches have been carried out to improve the performance of the back-pressure algorithm in different network environments [12].

In this chapter, I extend the cost function of the backpressure algorithm with a term depending on how uniform is the distribution of the residual energies of the node, the residual energy is calculated subject to a predefined data loss percentage ($\varepsilon$).

In the previous chapter [1], I showed that optimal path is the one over which a packet is sent to the BS where the minimum residual energy is maximum subject to the constraint that the packet will reach the BS successfully with a given probability, which means that the distribution of the residual energy falls close to uniform.

Thus, the path over which the packet is forwarded to the BS (denoted by $R$) is optimal if:

$$R : \max_{R} \min_{i} c_i(t + 1) \quad (3.7)$$

subject to the constraint $P_{ij} = \sqrt{1 - \varepsilon}$

I also introduced an entropy-like measure on the energy distribution, by
which we can measure the uniformity of residual energy distribution. At instant \( t = 0 \), all the nodes have the same level of residual energy, so, the entropy is maximum. We have to keep it as maximum as possible to get closer to uniform residual energy distribution, which means that we need the minimum change in the entropy. The entropy of the current energy distribution is:

\[
H(c) = \sum_{i=1}^{N} \frac{c_i(t)}{\sum_{j=1}^{N} c_j(t)} \log \frac{\sum_{j=1}^{N} c_j(k)}{c_i(t)}.
\]  

(3.8)

So, the gradient of the entropy is:

\[
\nabla = \nabla H(c) = \frac{\partial H}{c_1}, \frac{\partial H}{c_2}, ..., \frac{\partial H}{c_N}
\]  

(3.9)

By solving the above equation, we can calculate the gradient of the entropy of the residual energy distribution on the relay nodes and the reset of nodes of the path, so, the changes of the entropy is [1]:

\[
\Delta H = \nabla^T \Delta c(t).
\]

(3.10)

where \( V \) is the gradient of the entropy, and \( \Delta c_i \) is: \( c_i(t+1) - c_i(t) \) and \( c_i(t+1) \) is calculated based on Eq.(2.1) and subject to predefined probability of successful packet transmission from node \( i \) to node \( j \), \( P_{ij} = \sqrt{1 - \varepsilon} \).

\[
c_{ij}(t+1) = c_{ij}(t) - \left( -d_{ij} \frac{\theta \sigma^2}{\ln(P_{ij})} \right)
\]

(3.11)

In my algorithm for WSNs with stochastic packet generation, I propose back-pressure based algorithm, but the weight of the link will depends on the differential backlog for both ends of the link, and the change of the entropy of residual energy of the chain. The cost function \( \Theta_{i,j} \) in equation 3.5 will be the change of the entropy \( \Delta H \), the weight of the link increases as the differential backlog increases and the change of the entropy decreases, Equation 3.5 becomes:

\[
\omega_{i,j}(t) = \max(\Delta Q_{i,j} - K \ast \Delta H_{i,j})
\]

(3.12)

The link satisfies Eq.( 3.6) is activated in case of asymmetrical link rates, if all the links have the same rate then Eq.(3.12) determines the activated link.

At the end of each ON, the base station broadcast the vector of network energy status and the vector of queue lengths status, each node uses this information to decide its target. BPEEBP allows multiple instantaneous transmissions. Greedy LQF (longest queue’s length first) algorithm is used to schedule transmission links. Since each node has just one transceiver, receivers of higher priority transmitters (higher LQ) will be allocated as interfered and removed from available links. All the links have the same link rate.
3.5 Simulation and performance evaluation

I evaluated the performance of the proposed algorithm by comparing with traditional back-pressure. I used Matlab and Simulink (simevents) to model and simulate the proposed system; each simulation lasts for 1000 units of time. The simulated network consists of 100 symmetrical nodes which are deployed randomly onto a grid of 100X100 according to the 2D normal distribution; the base station is selected randomly, a set of short paths are formed by the Dijkstra shortest path algorithm.

The transmission energy will be calculated according to the Rayleigh fading model Eq.(2.1) under the following assumptions:

- Energy needed by the electronics will be neglecting conditioning.
- All the nodes have 500J initial energy.
- $\theta = 10^{-6}$.
- $\sigma^2 = 0.1$.
- $\alpha = 2$.
- $P_{ij}$ is calculated based on reliability $(1 - \varepsilon)$.
- lifespan is the number of packets transmitted over the chain until the first node goes flat.
- The the base station is accessible directly by all the node.
- The the base station appears as a zero-length queue.
- nodes generate packet stochastically with the same average rates $\gamma$ follow a Poisson distribution with a mean of $\gamma$.
- All the nodes have the same service rate and the same link capacity.

I use the variance of consumed energy to express the uniformity of the distribution of consumed energy. Figure 3.2 shows the variance of consumed energy in different chain lengths, 5, 6, 7, 8 and 9. it shows that BPEEBP has lower variance than traditional back-pressure for all lengths of the chains (5,6,7,8,9). Figure 3.3 shows the total consumed energy by the nodes during the simulation period The one can note that all the nodes consumed less energy when using BPEEBP in about 9%.
In the second experiment, I studied the effect of the utilization of nodes \( \rho_i = \gamma_i / \mu_i \). Figure 3.4 shows the relationship between the variance and the utilization, Figure 3.5 shows the relation between the total consumed energy by the nodes of the chain and different the utilization values 0 - 0.9, both figures show better performance for BPEEBP over the traditional back-pressure.
Figure 3.4: Variance of consumed energy vs Utilization $\rho$

Figure 3.5: Total consumed energy vs Utilization $\rho$

Figure 3.6 shows that we still have a high packet delivery rate (throughput), there is about 16% enhancement in comparison with traditional pack-pressure by using BPEEBP. The figure shows the relation between the packet arrival rate at the base station and packet generation rate at the nodes.
Figure 3.6: Throughput vs packet generation rate $\gamma$

Figure 3.7 shows that in the case of BPEEBP, better uniformity of distribution of consumed energy and better load balance among the nodes yields longer lifespan. I studied the lifespan in case of the traditional back-pressure algorithm and BPEEBP regarding different utilization values $\rho(0.1-0.9)$; the figure shows that we have a significantly longer lifespan for all tested cases in about 50% in average.

The average of E2E delay has been enhanced in an average of 15% by using BPEEBP as shown in Figure 3.8.
The above results ensure that using a cost function based on the entropy of residual energy guarantees the uniform distribution of residual energy among the nodes and guarantees uniform distribution of the traffic among the nodes. Because using the node $i$ as a relay does not depend on its location or energy, it depends on the energy of the network as a whole.

### 3.6 Conclusions

In this chapter, I proposed a back-pressure and energy entropy based protocol (BPEEBP). Proposed protocol maximizes the energy and traffic balance by minimizing the change of the entropy of the residual energy of the WSNs. It controls the distribution of the traffic and the residual energy subject to a predefined reliability constraint. I compared the performance of BPEEBP to the performance of traditional back-pressure algorithm. BPEEBP shows better performance regarding energy efficiency, E2E delay, and throughput. This work assumes symmetrical nodes regarding packet generation and service rates.
Chapter 4

Reliable and energy-efficient algorithm based on data reduction

In this chapter [3], I developed a data reduction technique to improve the energy efficiency and reliability of WSNs. Compressive sensing (CS) is a data reduction technique used to recover extensive data from fewer samples in case of sparse representation of sensor readings. Unfortunately, energy efficiency and accuracy are contradictory measures as increased accuracy requires a large number of measurements and data transmissions. Therefore, in this chapter, a CS-based algorithm is proposed for efficient data transfer through WSNs, which uses Multiple Objectives Genetic Algorithms (MOGA) to optimize the number of measurements, transmission range, and the sensing matrix. The algorithm aims at striking a good balance between energy efficiency and accuracy. It identifies packet forwarding paths in a multi-hop manner based on the optimized parameters. Numerical simulations and experiments show that the Pareto-front, which is the output of MOGA, helps select the right combination of the number of measurements and the transmission range fitting the application at hand and strike a good balance between energy efficiency and accuracy. The results also demonstrate that the existence of measurement matrices which have lower the mutual coherency improve the accuracy of CS.

4.1 Introduction.

In the traditional Shannon/Nyquist sampling theorem in order to recover the signal correctly, the sampling rate should be higher than twice the highest frequency of the original signal, which generates a vast amount of data. Thus, data must be compressed to reduce the cost of storage and transmission. In 2006; Donoho, Romberg, Candès, and Tao introduced Compressive Sensing
by CS signals can be recovered from fewer samples or measurement under two conditions, the sparsity of the signal (the signal has very few significant coefficients, and the majority are zeros), and the Incoherency among the samples [17]. Recently, a number of researchers have used CS to reduce the amount of data transmitted to the (BS), which improves the energy-efficiency of WSN. CS needs more computational power to reconstruct the signals, but the BSs with their high processing-capabilities and energy can recover sensed signals.

If $N$ is the length of the sparse vector represents the sensed data and $M$ is the number of samples (measurements), then the BS can recover the sparse signal $x \in \mathbb{R}^N$, having only $K$ significant coefficients from the observed vector $y \in \mathbb{R}^M$, $M << N$, by solving the linear set of equations $y = \Phi x$, where $\Phi \in \mathbb{R}^{M \times N}$ is the so-called sensing matrix. Hence, the node performs CS, transmits vector $y$ and the BS receives it. The energy utilized in the transmission of $y$ is a function of its length denoted by $M$. As $M$ increases, more energy is spent; thus we need to reduce the number $M$ to improve the energy efficiency. Unfortunately, the reconstruction error increases as $M$ decreases (for further details, see the next section), which require us striking the right balance between energy efficiency and reconstruction error.

In this chapter, I propose a CS-based chain routing algorithm. The WSN is divided into $M$ paths, the energy efficiency and the reconstruction error are functions of the number of paths, which represent the number of the measurements. Both the energy efficiency and the number of paths depend on the transmission range of the nodes $R$. The reconstruction error also depends on the quality of the sensing matrix and the number of paths. Finding the optimal number of measurements ($M_{opt}$), the optimal transmission range of the nodes ($R_{opt}$), and the optimal sensing matrix ($\Phi_{opt}$) (in terms of mutual coherence) that maximize the energy efficiency and minimizes the reconstruction error is a challenge of optimization. I used multiple objectives genetic algorithms (MOGA) to solve this optimization problem.

The problem is treated as follows:

- I proposed a MOGA to strike the right balance between the energy efficiency and reconstruction error of the compressive sensing method.
- I introduced a genetic algorithm to improve the characteristics of the sensing matrix by reducing its mutual coherence.
- I presented a greedy algorithm to split the WSN into multiple paths in a way conserves the balance of the payload, it consists of two sub-algorithms, the first defines the leaf nodes of paths, the second build the paths starting from the leaf nodes.

The remainder of the chapter is organized as follows:

- In Section 4.2, I provide an overview of related work in the literature.
• In Section 4.3, I depict the compressive sensing in WSNs.
• In Section 4.4, I depict the MOGA in WSNs.
• In Section 4.5, the proposed CCS_MOGA algorithm is described.
• In Section 4.6, I give the numerical results of a detailed performance of the algorithm under different scenarios.
• In Section 4.7, I state some conclusions.

4.2 Related works.

Various data reduction schemes are used to enhance the performance metrics of WSNs. Network Coding (NC) is an example of a network-based data reduction technique; research such as [46, 18, 63, 20, 64] use network coding to maximize the life and the reliability of WSNs. They use combined packets as redundant data to improve the E2E error rate.

Compressive sensing is an example of compression-based data reduction techniques. Recently, several algorithms were developed to host CS into WSNs, some of them aim to reduce the payload and the energy dissipated in data collection by shrinking the amount of transmitted data. Some researchers proposed algorithms to improve the reconstructions error; others aim to reduce the complexity of the algorithms or to improve the security of WSNs [21].

In the literature, there are two schemes of CS, plain-CS (all the nodes perform CS) and hybrid-CS (specific nodes perform CS). The authors of [65] suppose hybrid-CS for chain-based WSNs, some nodes forward native packets (Forwarders), others perform CS (Aggregators). Nodes that have less than $K$ descendants are forwarders, the nodes that have aggregator descendants, or more than $K - 1$ descendants are considered as an aggregator where $K$ is the length of the compressed vector (number of measurements).

The method discussed in [66] is also a hybrid-CS algorithm, which is based on mobile agents. There are $M$ agents, where $M$ is the number of measurements, in this paper the authors developed a greedy algorithm to determine the path of the mobile agent. The mobile agent collects the reading of interest nodes; they are the nodes corresponding to the non-zero elements of the row of the measurement matrix agreeing with the ID of the mobile agents. The measurement matrix is a sparse random binary matrix. When all the agents return to the BS, it uses compressive sensing reconstruction algorithms to get the readings of nodes. Unfortunately, the sensing matrix is random, and it may happen that some nodes remain unvisited.

Random walk (RW) routing is used in [67], $M$ random walks are initiated, where $M$ is the number of measurements; in each round, the readings of $k$ random nodes are collected. The authors use the mixing time of the graph to
determine $k$, the number of nodes to be visited by RW, the $k^{th}$ node collects the spare measurement of round $M_i$, then it applies $\Phi_i$ of the sensing matrix to produce $y_i, i = 1, 2, ..., M$. The measurement vector $y$ is sent directly to the BS, which collects the $M$ measurement vectors needed for the recovery process.

The algorithm proposed in [68] is a plain-CS for chain-based WSNs; all the nodes are connected like a chain. Each node creates its sensing vector based on a global seed broadcasted by the sink. The nodes forward the summed compressed vector from one to another until the head of the chain, which sends the received vector directly to the sink.

Energy-Efficient Compressive Sensing-Based Clustering Routing Protocol (EECSR) is a plain-CS algorithm [69]; it is a cluster-based scheme. The authors suppose a sector-shaped network, divided into $k$ layers; all of them have the same width. They calculate the optimal number of the clusters for each layer, the optimal size of the clusters, and the optimal location of the cluster heads (CHs) in terms of energy efficiency. All the calculations depend on the geometrical specification of the network and the number of measurements. Members of the clusters transmit compressed to the CHs. HCs collect the compressed data and forward it to BS.

The above mentioned algorithms are based on random measurement matrices; nevertheless, the authors of [22] propose Cluster Size Load Balancing for CS algorithm (CSLB-CS); it is a cluster-based algorithm. Besides using a cluster load balancing technique to reduce the total number of transmissions, they use Chicken Swarm Optimization Algorithm to improve the accuracy and robustness of the reconstruction process.

Some works combine more than one data reduction technique; for example, [70] proposes a compression scheme that combines CS, NC, and spatial-temporal compression. It supposes a clustered topology; the authors formulate an optimization model to minimize the reconstruction error; they presume that the reconstruction error is a function of the total flow rate and link transmission rate. The overall flow rate is measured as the number of received measurements; a predefined reliability probability is considered as an optimization parameter.

Some researches concentrate on improving the energy efficiency [18, 19, 20, 21], others concentrate on improving reconstruction error [22, 70, 23]. In this work, I balanced among payload, energy-efficiency, and accuracy of the reconstruction process by minimizing reconstruction error.

### 4.3 Compressive sensing in WSNs.

The fundamental idea of CS is that certain signals can be recovered correctly from fewer samples or measurements than classical methods; the possibility of this idea depends on two principles:

1. Sparsity: the signal has only very few significant coefficients, and the
majority of the coefficients are zeros.

2. Incoherency: The coherency between two signals decreases as the linearity between them decreases.

If $\theta$ is a dense vector representing the original signal, then it can be expanded into an orthonormal basis $\Psi$ (such as wavelet basis, Fourier basis, DCT, etc.) to acquire a sparse vector $x$ as follows:

$$x = \Psi \theta, \Psi \in \mathbb{R}^{N \times N}, \theta \in \mathbb{R}^N. \quad (4.1)$$

$x$ as a sparse vector with length $N$ and with $K$ significant elements is sampled into vector $y$, which has the sampled values of $x$ as follows:

$$y = \Phi x, y \in \mathbb{R}^M, \Phi \in \mathbb{R}^{M \times N} \quad (4.2)$$

where $\Phi$ is the sensing matrix (Measurement matrix) and $M$ is the number of measurements (samples) and $N \gg M$.

In compressive sensing to reconstruct $x$ correctly from $y$, $\Phi$ should obey these two conditions:

- The coherence ($\mu$) between $\Psi$ and $\Phi$ should be as minimum as possible where:

$$\mu(\Phi, \Psi) = \sqrt{N} \max_{1 \leq j \leq M} \max_{1 \leq i \leq N} |< \varphi_j, \psi_i>| \quad (4.3)$$

The upper bound of $\mu$ is one, where the lower bound is a function of $M$ and $N$:

$$\sqrt{\frac{N-M}{M(N-1)}}$$

- It satisfies the restricted isometry property (RIP) of order $K$, which is achieved if the restricted isometry constant ($RIP$)$\delta_k$ is not close to one, where:

$$(1 - \delta_k) \|x\|_{l_2}^2 \leq \|\Phi x\|_{l_2}^2 \leq (1 + \delta_k) \|x\|_{l_2}^2 \quad (4.4)$$

Both properties are related to each other:

$$\delta_k = (k - 1)\mu \quad (4.5)$$

As $\mu$ decreases, $\delta_k$ decreases, small $\delta_k$ means a higher probability that the sensing matrix satisfies the RIP. The probability of successful data construction depends on the number of measurements $M$. $M$ is determined based on $\delta_k$ and $\mu$ [71]:

$$M \geq C\mu^2(\Phi, \Psi)K \log(N/\delta) \quad (4.6)$$

This equation indicates that:
• As the coherence decreases, fewer measurements are needed
• As the sparsity increases $K$ decreases, fewer measurements are needed
• Smaller $\delta$ means a higher number of measurements is needed.

Fortunately, it is an $N$-complete problem; however, fortunately, any random matrix drawn from Gaussian, +1/-1, Bernoulli distributions, has a high probability of possessing these properties.

Since $N >> M$, there are infinitely many possible solutions, each solution represents a possible signal reconstruction, if the RIP holds, $l_0$-norm and $l_1$-norm can be used to reconstruct the signal if $\hat{x}$ is the reconstructed vector:

\[
\hat{x} = \arg\min_{y=\Phi x} \| x \|_{l_0} \tag{4.7}
\]
\[
\hat{x} = \arg\min_{y=\Phi x} \| x \|_{l_1} \tag{4.8}
\]

Reconstruction by $l_0$-norm is accurate, but it is slow because it is an NP-complete algorithm, where $l_1$-norm is correct, efficient, and linear programming problem [71].

### 4.4 MOGA in WSNs.

MOGA is nature-inspired meta-heuristic algorithm which is widely used in WSNs to achieve the optimum of multiple contradictory objectives [72, 73]. These objectives are adjusted simultaneously subject to a set of restrictions. In the case of multi-objectives optimization, there is not a specific definition of the optimal solution, so, instead of a single solution yielded by traditional genetic algorithm (GA), MOGA finds a set of multiple non-dominated solutions, all of them are accepted, the best solution is subjective based on the needs of the designer [74].

MOGA uses a vector of fitness functions $F(z) = [f_1(z), f_2(z), \ldots, f_n(z)]^T$ to find a vector of decision variables which satisfy a set of inequality and equality constraints, these constraints define the viable domain that contains all the acceptable solutions.

MOGA is based on Pareto-Optimality (PO); it uses the fitness functions vector to find Pareto-optimal solutions. As shown in Fig.4.1, Pareto-optimal solutions are the vector $Z = [z_1, z_2, \ldots, z_n]^T$ that contains all the feasible solutions that minimize at least one objective without causing a simultaneous increase in any of the other objectives. Pareto-optimal set or Pareto-front $\hat{Z} = [\hat{z}_1, \hat{z}_2, \ldots, \hat{z}_n]^T$ is the vector of solutions that are not dominated by any other solution in solution space, $\hat{Z}$ is not dominated by $Z$ if and only if [74]:

\[
\forall i \in \{1, 2, \ldots, n\}, \quad f_i(z) \leq f_i(\hat{z}) \tag{4.9}
\]

and
∃\ i \in \{1, 2, \ldots, n\}, \ f_i(z) < f_i(\hat{z}) \quad (4.10)

Figure 4.1: Pareto-front.

I developed a multi-objective genetic algorithm that seeks the optimal Number of measurements, the optimal transmission range, and the optimal measurement matrix, based on fitness functions of energy efficiency, reconstruction error, and coherence of sensing matrix. The goal is minimizing the consumed energy as well as the reconstruction error.

In WSN, consumed energy is proportional to $d^\alpha$ where $d$ is the transmission distance, and $\alpha$ is the path-loss exponent. Statistically, if $R$ is the transmission range of the nodes, then the mean square of communication distances $E[r^2] = R^2/2$ [67]. For $M$ paths with $n_c$ is the average path length, the consumed energy of nodes in the path is:

$$E_{ch} = M \times n_c \times (R^2/2)^\alpha \quad (4.11)$$

If the average distance between the $M$ path leaders and the BS is $d_{av}$; then the total energy consumed by the path leaders to transmit a unit of compressed data is:

$$E_{LBS} = \sum_{i=1}^{M} d_{av}^\alpha \quad (4.12)$$

so, if the sensing field is a square with an edge of length $D$ and the BS is allocated in the centre, the average distance between the chain leaders and the base [67]:

\[ \sum_{i=1}^{M} d_{av}^\alpha \]
\[ d_{av} = \int_0^D \int_0^D \left[ \left( x - \frac{D}{2} \right)^2 + \left( y - \frac{D}{2} \right)^2 \right] f(x, y) dx dy \]  

(4.13)

where \( f(x, y) \) is the joint probability function (pdf), which is equal to \( 1/D^2 \).

The total energy consumed by the nodes in the path and the path leaders is

\[ E = E_{ch} + E_{LBS} \]

from the Eqs.(4.11-4.13), the consumed energy in the network is:

\[ E = M \left( n_c \left( \frac{R^2}{2} \right)^{\alpha/2} + \left( \frac{D^2}{6} \right)^{\alpha/2} \right) \]  

(4.14)

Equation (4.14) shows that as \( M \) increases, the consumed energy increases.

CS paradigm has three types of reconstruction errors, original dense data error \( (e_\theta) \), sparse data error \( (e_x) \), and observed data error \( (e_y) \). They are defined as follows [23]:

\[ e_\theta = \frac{1}{N} \left\| \theta - \hat{\theta} \right\|_2^2 \]  

(4.15)

\[ e_x = \frac{1}{N} \left\| x - \hat{x} \right\|_2^2 \]  

(4.16)

\[ e_y = \frac{1}{M} \left\| y - \hat{y} \right\|_2^2 \]  

(4.17)

where \( \theta, x, \) and \( y \) are the sensed vectors, and \( \hat{\theta}, \hat{x}, \) and \( \hat{y} \) are the reconstructed vectors. Authors of [23] prove that the three errors are harmonious, and minimizing one minimizes the others.

In this study, I minimized \( (e_y) \), in the same manner as Eq. (4.2), \( \hat{y} = \Phi \hat{x} \), from Eq. (4.1), \( \hat{x} = \Psi \hat{\theta} \), if \( \Omega = \Phi \Psi \), then Eq. (4.17) becomes:

\[ e_y = \frac{1}{M} \left\| y - \Omega \hat{x} \right\|_2^2 \]  

(4.18)

Eq. (4.18) Shows that as \( M \) increase \( e_y \) decreases, the fact that contradicts the statement of Eq. (4.14).

To guarantee graph connectivity [75], transmission range \( R \) should satisfy

\[ R = \sqrt{A \log N + \epsilon \log n} / \pi N \]

where \( A \) is the area of the sensing field, \( n \) is the number of nodes, and \( \epsilon \) is a constant depends on the structural properties of the graph. The transmission range \( R \) and required transmission power \( P \) are exponentially proportional [75],

\[ P = \frac{R^\alpha (1 + k \ast \alpha)}{C} \]  

(4.19)

where \( R \) is the transmission range, \( k \) size of data unit in the bet, and \( C \) is a constant depends on antenna gain, wavelength, and transmission rate and noise level. Using small transmission ranges improves energy efficiency, but more paths are needed to guarantee connectivity, which means a larger \( M \).

Each sensor node standard supports several levels of transmission levels.
For example, MICA2 has 26 transmission power levels from 0.01mW (corresponds to 28m transmission range) to 3.1623mW (corresponds to 118.13m transmission range) [76].

Each node uses two transmission ranges:

- $R_c$: it is a narrow range; the nodes use it to communicate with their neighbors of the same path; it is small because it covers just the average distance between two nodes. We have to ensure that the degree of each node $\geq 2$, one for receiving and the other for transmission.

- $R_{BS}$: it is broader than $R_c$; the path leader nodes use this range to send the compressed data to the BS directly.

### 4.5 CCS-MOGA

I supposed two types of rounds (as they are introduced in [77]: transmission rounds and construction rounds, which is used in dynamic topology WSN, reconstruction round appears in the case of the mobile sink, mobile nodes, or in case of energy holes problem.

In my proposed model, transmission rounds appear deterministically when nodes have to collect data. Construction rounds appear in the initialization stage, and when a predefined percentage of the nodes die, transmission rounds appear deterministically when nodes have to collect data. At the beginning of each construction round, the BS uses the multi-objectives genetic algorithm to calculate the optimal number of the measurement $M_{opt}$; the optimal transmission range $R_{opt}$, and the optimal sensing matrix $\Phi_{opt} \in \mathbb{R}^{M \times N}$. BS constructs $M_{opt}$ paths using the algorithms in the next section, and broadcasts $\Phi_{opt}$ over the network. Each node has a copy of the row number $m$ of $\Phi_{opt}(\phi_m)$.

In this section, I elaborated f the path based CS algorithm, optimized by MOGA (CCS-MOGA); it consists of three stages; (i) Seeking $M_{opt}$, $R_{opt}$, and $\Phi_{opt}$; (ii): Construction the network based on optimal values of the MOGA variables; (iii) The accomplishment of CS. The aim is to improve the clashed objectives; energy-efficiency and reconstruction error simultaneously.

The objective functions of MOGA are shown in Eq. (4.14) and Eq. (4.18), subject to the constraints shown in Eq. (4.3), Eq. (4.5), and the specification of MICA2 mentioned in section 4.3. The output of the multiple-objectives genetic algorithm is an optimal measuring matrix with minimum mutual coherency and a Pareto front as shown in the Fig. 4.2. The figure shows that as the energy increases the reconstruction error decreases and vice versa. Table (4.1) shows these optimal values of the energy and the reconstruction error, it also shows the corresponding values of $M$ and $R$.

The optimal point of Pareto front is the knee point of the curve in Fig. 4.2, but the user can use another point up to his/her concerns, in the direction of energy efficiency or accuracy.
In the first stage, Besides $M_{opt}$, $R_{opt}$, the algorithm optimizes the sensing matrix by minimizing $\mu$; it starts with a random pattern that follows i.i.d. Gaussian distribution, then it is improved until the value of the fitness function
for the best point in the current population is less than or equal to fitness limit. I defined the fitness limit as the lower boundary of the $\mu$.

Based on calculated $M_{\text{opt}}$ and $R_{\text{opt}}$ the WSN is divided into $M$ paths, to guarantee maximum coverage and minimum isolated node, I use Algorithm (1) to select $M$ leaf nodes ($cl$) should satisfy:

$$m \in cl \equiv \max \{ \min_{i \in cl} \min_{m \in N} \text{dis}(m, i) \}$$  \hspace{1cm} (4.20)

where $\text{dis}(m, i)$ is the distance between leaf node $m$ and node $i$ which means that the leaf nodes are the farthest nodes from the BS and the farthest from each other. Figure 4.3 shows the leaf nodes of WSN consists of 200 nodes deployed in $100 \times 100$ m field.

**Algorithm 1 Selection of leaf nodes**

**Ensure:** $cl$ ← vector of path leaves  
$N$ ← Number of node  
$M$ ← Number of paths  
$d$ ← Distances matrix  
$cl(1)$ ← BS  
$cl(2)$ ← $\max \{d_{BS,}\}$

for $i = 3$ to $M + 1$ do
  for $j = 1$ to $N$ do
    if $i \notin cl$ then
      for $k = 1$ to lengthof$j$ do
        $tds(k) \leftarrow d_{i,cl(k)}$
      end for
      $td(i) \leftarrow \min \{tds\}$
    end if
  end for
  $cl(j) \leftarrow \max (td)$
end for

$M$ paths are constructed; as shown in Algorithm (2), each of them starts with a leaf node as a header, then in turn, each leaf node select the closest node within $R_{\text{opt}}$ to be a member of it’s path, the new members be the new header, and so on. But the arrangement of the nodes in the path is not optimal, the shortest path is $spath_i = \{cl_i, cl_i + 1, \ldots, BS \}$ where:

$$spath_i = \min_{path_i} \sum_{j=1}^{j=n_l-1} \text{dis}(j, j + 1)$$  \hspace{1cm} (4.21)

Algorithm (3) is used to optimize the arrangement of the nodes to achieve the shortest paths as shown in Fig. 4.4.
Algorithm 2 Construction of the paths

Ensure: \( paths \leftarrow \text{Matrix of the paths.} \)
\( cl \leftarrow \text{vector of leaf-nodes} \)
\( N \leftarrow \text{vector of nodes} \)
\( M \leftarrow \text{Number of paths} \)
\( d \leftarrow \text{Distances matrix} \)
\( cc \leftarrow 1 \text{ path counter vector} \)
\( Headers \leftarrow cl \)
\( cc = 1 \)

\textbf{for} \( i = 1 \) \textbf{to} \( M \) \textbf{do}
\( \quad paths(i, cc) = headers(i) \)
\textbf{for} \( j = 1 \) \textbf{to} \( \text{length}(N) \) \textbf{do}
\( \quad ds(j) \leftarrow d(headers(i), N(j)) \)
\( \quad \text{sort} \ ds \)
\( \quad Headers(i + 1) \leftarrow N(\text{min}(ds)) \)
\( \quad N \leftarrow N - (Headers(i)) \)
\textbf{end for}
\textbf{end for}
Algorithm 3 Construction of the shortest paths

Ensure: $spaths \leftarrow$ matrix of the shortest paths.
$n_c \leftarrow$ path vector
$s_c \leftarrow$ shortest path vector
$paths \leftarrow$ array of possible paths

for $i = 1$ to length$(paths)$ do
  $ds(i) \leftarrow 0$
  for $j = 1$ to length$(n_c)$ do
    $ds(i) \leftarrow ds(i) + d(paths(i, j), paths(i, j + 1))$
  end for
end for
$spath = path(min(ds(i))$

At the beginning of a transmission round, each path selects a path leader based on the ratio of residual energy and distance from the sink. Each node receives the data from the preceding node and add it to its data, and pass the summation to the next node in the path, $x_i = \sum_{i=1,2,..,n_c} x_i$, $i = \{1, 2, \ldots, n_c\}$. and $n_c$ is the length of the path.

$CL$ arranges the received data into $X_m \in \mathbb{R}^{1 \times N}$; it includes the readings of each node into its corresponding element of $X_m$, $X_m$ is a sparse vector, all its elements are zeros, just the elements corresponding to members of path $m$. The sparsity level $K$ is determined by the number of measurements, fewer number of measurements mean longer paths and lower level of sparsity. $CL$ calculates $y_m = \phi_m X_m$, $m = \{1, 2, \ldots, M_{opt}\}$ and transmits it directly to the BS. BS concatenates $y_m, m = \{1, 2, \ldots, M_{opt}\}$ to obtain $Y \in \mathbb{R}^{1 \times M}$ which reconstructed to recover $X, X = \bigcup_{m=1}^{M_{opt}} X_m$. Proposed CS model is demonstrated in Fig. 4.5.
Figure 4.5: Compressive sensing model.

Figure 4.6 shows the flowchart of CCS-MOGA, Figure 4.7 shows the flowchart of CS algorithm in the BS side and Fig. 4.8 show the CS algorithm in the CL side.
Figure 4.6: The flowchart of CCS-MOGA
Figure 4.7: The flowchart of CS algorithm in the BS side
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4.6 Simulation and numerical results

I used MATLAB R2018 to simulate the algorithm. I compared the non-compression, proposed plain compression and some other plain compression algorithms with each other. Also I evaluated the impact of optimization on the system performance with respect to energy efficiency and accuracy of construction.

I assumed different numbers of sensors (25-500 nodes) deployed in a grid
of 100x100m, the nodes are deployed according to a 2D normal distribution. I presumed MICA2, where ETx is 3.12 \( \mu \)J/bit and ERx is 2.34 \( \mu \)J/bit [76], the energy spent by the electronics is neglected and \( \alpha \) is 2.5 for both short and long transmissions.

In the first experiment, I explored the impact of the optimization of sensing matrix. Figure 4.9 shows the mutual coherency \( \mu \) for both random and optimized matrices for different sizes of \( M \), it shows that the optimized sensing matrix always has lower \( \mu \), which means lower probability of reconstruction error as shown illuminated by the equations (16-18).

![Figure 4.9: Coherency of random and optimal \( \Phi \).](image)

Figure 4.9 emphasizes that the optimization of sensing matrix in terms of mutual coherency affords mostly lower reconstruction error regardless of the number of measurements. In some rare case, random matrix may show...
low coherence, by the nature of randomness, but we still need a systematic
optimization and our systems should not be controlled by coincidences.

![Reconstruction error space](image1)

**Figure 4.11:** The reconstruction error per transmission round.

![Consumed energy space](image2)

**Figure 4.12:** The average consumed energy per transmission round.

In the second experiment, I investigated the relations among objectives and
variables of optimization system; Figure 4.11 shows the reconstruction error,
Figure 4.12 shows the average consumed energy per a round of data collection,
I simulated WSNs with different number of sensors.

The figures compare the minimum, the optimal and the maximum values
of these two objectives as reported by the Pareto front of the optimization
system, the optimal values always found in between minimum and maximum
values. One can note an uneven relation between the number of nodes and the
average energy; This occurs because I supposed random distribution of nodes for each case, but in general, there is an increasing tendency of average energy as the number of nodes increases, and the reconstruction error drops as the number of nodes increases.

I assumed a WSN containing 500 nodes for the third experiment. The nodes are deployed in a grid of 100x100m agreeing to a 2D normal distribution. Figure 4.13 shows the relations between the number of measurements as an optimization variable on one side, and the objectives of the optimization from the other side. The left y-axis shows the energy as an objective, where the right y-axis shows the reconstruction error as the second objective.

The result coincides the theoretical depiction mentioned above; as the number of measurements increases more energy is consumed, but less error probability transpires. The crossing point between the two curves matches the knee point of the Pareto front shown in Fig. 4.2.

![Figure 4.13: The relation among Energy, error and number of measurements of a WSN consists of 500 nodes.](image)

![Figure 4.14: The relation among energy, error and transmission range of WSN consists of 500 nodes.](image)
Figure 4.14 shows the relations among the objectives and the transmission range as a variable. Lower transmission range improves the energy efficiency, exactly as Eq. (4.8) tells, but it increases the reconstruction error because, with low transmission range, less paths are needed to guarantee the connectivity of the WSN, which means fewer number of measurements and longer paths that means lower level of sparsity as explained in section 5.3.

In the last experiments, I explored the energy efficiency of CCS-MOGA as a compressive sensing algorithm. I compared it with two other scenarios:

- the first is the Non-CS algorithm, which represents the traditional multiple path PEGASIS algorithm, where each node fuse the received packet into its packets, then it forwards the fused packets to the closest neighbor, when it arrives at CL, it aggregates the packets together in a predefined packet length (I assumed it 100), then sends them directly to the BS without any type of compression [41].

- the second scenario, I supposed a T-CS algorithm, it is accomplished in many researches such as [67, 68], each CL compresses its data using its own measurements matrix and then sends the samples vector with length of M to the BS.

Figure 4.15 shows the energy efficiency characterized by the average of consumed energy per node after 1000 of transmission rounds. I assumed WSNs with different numbers of nodes (50-500) in the same sensing field of previous experiments. The figure shows much lower energy consumption of CCS-MOGA, it is a reasonable result, because each CL sends just one element of vector y as shown in 4.5, where in case of non-CS, each CL sends a vector of 100 element. I noted that the average of consumed energy per node in case of T-CS changes linearly with the size of the network, because the length of vector sent by CL depends on M, as M increases the length of the vector increases and the spent energy increases too.

![Figure 4.15: The average consumed energy per node.](image)
Energy efficiency is not only measured by reducing the amount of consumed energy. The distribution of the consumed energy is also vital. A uniform distribution of consumed energy among the nodes means the lack of bottleneck nodes and deficiency of overloaded nodes, which may prolong the life span of WSN [1]. Figure 4.16 shows the variance of the consumed energy of the nodes. Low variance means more uniformity of distribution of consumed energy. WSNs use CS-MOGA show a very low variance, so they tend to have longer life span than the other two scenarios.

![Figure 4.16: The variance of the consumed energy.](image)

In general, CCS-MOGA is a heuristical optimization algorithm, in which the performance of MOGA depends on its parameters (the population size, the maximum number of generation, etc.). To achieve a better performance requires a higher level of parameters, which increases the complexity of the algorithm. Hence, future works are needed to investigate other optimization techniques that improve the performance in terms of optimality and complexity.

### 4.7 Conclusions

In this chapter, I developed an algorithm based on multiple objectives genetic algorithm to find the optimal values of the variables of compressive sensing paradigm. I optimized the number of measurements, transmission range and the mutual coherence of sensing matrix. I found that the optimizing these variables will indeed maximize the energy efficiency and minimize the probability of reconstruction error. The proposed algorithm provides a good trade-off between these two objectives. I also proposed a compressive sensing procedure that reduces the length of sensing vector to save on energy. The algorithm
provides a dynamic construction of WSN based on the values of optimization variables and objectives. The performance of the proposed algorithms were compared to the performance of multiple paths PEGASIS and traditional CS algorithms and a higher energy efficiency has been achieved.
Chapter 5
Predictive maintenance for WSN

PdM is a new concept of system maintenance that helps system operators evaluate the current status of their systems, and it also assists in predicting the future quality of these systems and scheduling maintenance action. PdMs can significantly increase the lifespan of the system and reduce maintenance costs. In this chapter; I present my PdM model that utilizes machine learning to predict the operational status of the system after M active steps based on K previous observations implemented by a Feedforward Neural Network (FFNN). I used quantization and encoding schemes to reduce the complexity of the system, which enables easy SW implementation. I applied the proposed model to build a PdM system for WSNs, where my concern was to predict the state of the system as far as the quality of data transfer is concerned. The FFNN provides a forward prediction of the operational status of the network based on the previous readings of QoS requirements of WSN (data loss, energy efficiency, throughput, and delay). I also demonstrated the relation between complexity and accuracy (K and M, respectively). I found that larger M leads to longer execution time and larger prediction error, where larger K entails longer execution time and smaller prediction error. I also investigated how quantization and encoding can reduce complexity to implement a real-time PdM system.

5.1 Introduction

Predictive Maintenance (PdM) is concerned with collecting data and estimating the operability of the system under observation. PdM enables the users to evaluate the operating conditions and diagnose anomalies in system behaviour. It may also be used to estimate the time of the next failure and to
approximate the remaining life-time of the system. PdM maximizes the system life cycle and minimizes unplanned downtime, so it also has a significant positive impact on the system’s reliability under monitoring and production quality. Furthermore, PdM significantly reduces the cost of maintenance [78].

Wireless Sensors Networks (WSNs) and Internet of things (IoT)[24] technologies are crucial tools used in the development and enhancement of PdM. They enable large-scale data acquisition from sensors distributed on machines, factories, and sites under observation. Effective PdM requires the availability of an active sensing scheme to collect the measurements to describe the working conditions of the maintained systems. The types of sensors and their numbers, distribution, and reliability play a key role in PdM’s productivity and quality. The sensing and monitoring process should be continuous, periodic, and remote to guarantee the amount and the accuracy of the data needed for precise prediction and decision [79].

Many researchers and designers use the WSNs and IoT as the backbone data acquisition for their approaches. WSNs provide their solutions with an automatic monitoring system that does not require manual measurements in dangerous and harsh industrial environments. Moreover, wireless communications used with WSNs make it easy to deploy and configure PdM systems. Still, it may suffer from some drawbacks: limited energy resources, security, bandwidth, and limited processing capacity [26].

Besides WSNs and IoT, Machine Learning (ML); and Deep Learning (DL) [80] also are essential tools utilized in the improvement and imperfection of PdM. Neural networks are the foundation of ML/DL; they accept inputs in a two or one-dimensional form; the output is either a categorical response in the classification model or a continuous response in the case of the regression model. Recently, many ML and DL approaches have emerged, such methods can deal with huge, multi-dimensional, and multi-variate data, and they can realize the relationships within. However, it is essential to use the appropriate approach and develop efficient prediction and classification methods to earn high performance and attain PdM’s objectives [81].

In this chapter, I present a new PdM approach consists of a prediction model and ML algorithm. The prediction model estimates the forward probability distribution of the operational status of the monitored system, the information about the monitored system is summarized in a multi-variant time series. The model estimates the probability that the system is still fully operational in the next $M$ steps; it checks that the operability in the next $M$ steps is guaranteed with given reliability determined by predefined parameter $\varepsilon$. The proposed model is implemented by an ML algorithm based on Feedforward Neural Network (FFNN).

This Thesis uses the proposed approach as a PdM for WSNs. The input of PdM is the previous $K$ observations of the QoS parameters; the QoS parameters of the WSN include packet loss (reliability), delay, throughput, and energy consumption; they are represented as a multi-variant times series. The output is a vector that represents the status of WSN after $M$ steps from the
present time instance. We also implement quantization and special encoding schemes to reduce the complexity and memory usage of the model to make it compatible with the limited resources of WSNs.

The remainder of this chapter is organized as follows:

- In Section 5.2, I provide a literature overview of the related work.
- In Section 5.3, I present a formal presentation of the problem and the model.
- In Section 5.4, I customize the model as PdM system for WSNs.
- In section 5.5, I describe the set up of the training data set.
- In section 5.6, I give the numerical results of a detailed performance of the algorithm under different scenarios.
- In section 5.7, state some conclusions.

### 5.2 Related work

Some researchers credit the invention of PdM to the Rio Grande Railway Company in the ‘40s of the 20th century [82]. The authors of [78, 83, 84] presented valuable surveys of architectures, approaches, and purposes of PdM systems; they have shown that PdM represents an essential feature of smart manufacturing systems, known as the fourth industrial revolution (industry 4.0). Presently, PdM is a hot research topic in the industry, covering all engineering fields ranging from civil engineering to structural engineering.

The researchers proposed a PdM system in [85] to monitor railway tunnels, wherein [86], the researchers presented a PdM solution for metallic structure against corrosion. Also, in electrical engineering, the author of [87] described how to exploit various technologies to design a PdM system for energy router building equipments; in [88], the researchers used the thermal images and machine learning approach to develop a PdM system for power substation equipments.

There are several techniques of DL /ML utilized in designing PdM systems, most of them implemented by Feed Forwarded Neural Networks (FFNNs). The authors of [89] use FFNN for the prognostics of aircraft gas turbine engines and provide a data-driven model, where the complexity of the model increases with the amount of the collected data.

Each piece of data is related to a different feature of the system under observation, and they reduced the complexity by cutting down on the amount of data by using an appropriate selection of the features and dimension reduction. Data in FFNN models go in one direction, and it has low feature space [80].

The PdM approach proposed in [90] is based on Restricted Boltzmann Machine (RBM) and Support Vector Machine (SVM) algorithms; they used
image-recognition and time series forecasting to classify the collected data as normal or abnormal. It is a fast training model because it consists of just one layer, making it unsuitable for a massive amount of data and noisy environments. Convolutional Neural Network (CNN) model is used in [91]; the authors modified the idea of convolution (used widely in image processing) by adding a Dislocated Time Series (DTS). DTS discovers the relationships among the signals with different intervals in periodic mechanical signals. This technique uses shared weights to make use of neighborhoods, and the output spends on the current observations rather than the previous ones.

The authors of [92] present a survey of research that implemented ML/DL techniques to improve the functionality of WSNs and IoT systems; their central aspect is network intrusion detection. In [93], the researchers used Naïve Bayes (NB) model, FFNN, and Logistic Regression classifier (LR). Their approach predicts the probability of successful reception of the next packet; the inputs of the model are Packet Reception Ratio (PRR), and physical feature of previous packets includes: Signal to Noise ratio (SNR), Received Signal Strength Indicator (RSSI) and The Link Quality Indicator (LQI).

The authors of [94] proposed an ML model to predict the performance of WSNs in terms of reliability. Their model is based on regression trees, linear regression, and neural networks. The input of the model is a vector of the number of detected nodes (d), Inter-Packet-Interval (IPI), number of received packets (RP), and number of erroneous packets/frames (errP). The output is the estimation of Packet Loss Rate (PLR). In [95], they utilized the Neural Network model (NN) to predict the life-time of sensors based on transmission power level and internode distance. An in-depth learning approach was proposed in [96] to estimate the Energy Consumption (EC) and Packet Delivery Ratio (PDR) depending on ten input features (distance, actual transmissions, queue Size... etc.).

This chapter presents a mathematical analysis of a prediction model for PdMs, and I use it with ML algorithm to build a PdM system for WSNs; most of the studies above use WSNs as the backbone and the key component of PdM [97],[98], to the best of our knowledge, there are very few studies interested in finding PdM for WSN, most of them dominating intrusion detection of IoT systems. In this study, WSN is not only a tool but also the PdM system’s subject; the proposed approach takes the QoS and limited resources of WSN into account.

5.3 The system model

This paper proposes a PdM approach consists of :

- prediction model estimates the forward probability distribution of the operational status of the monitored system, the information about the monitored system entered into the model in the form of a multi-variant time series. The model estimates the operational status of the system
during the next $M$ steps; it checks that the operability in the next $M$
steps is guaranteed with given reliability determined by predefined pa-
rameter $\varepsilon$.

- ML algorithm to implement the prediction model. The proposed model is
  implemented by an ML algorithm based on Feedforward Neural Network
  (FFNN)

5.3.1 Predicting the forward probability distribution by
FFNN

Let us assume that the information about the monitored system is summarized
in times series $x(k)$, this time series can result from direct measurements or
pre-processed data obtained by data fusion. Evaluation on the system state
can be summarized as follows:

- If $x(k) > A$ then the system is malfunctioning and urgent maintenance
  action is required;

- If $x(k) \leq A$ then the system operates normally.

Based on the observations $x(k-1), x(k-2), ..., x(k-K+1)$ the underlying
challenge is to estimate the probability that the system is still fully operational
in the next $M$ steps:

$$P(x(k+M) \leq A, x(k+M-1) \leq A, ..., x(k) \leq A | x(k-1) = i, ..., x(k-K+1) = j) \geq 1 - \varepsilon \quad (5.1)$$

or more precisely, to check whether operability in the next $M$ steps is guar-
anteed with given reliability determined by parameter $\varepsilon$ i.e.

$$M : P (x(k+M) \leq A, x(k+M-1) \leq A, ..., x(k) \leq A | x(k-1) = i, ..., x(k-K+1) = j) \geq 1 - \varepsilon$$ \quad (5.2)

By introducing the notations:

$$x^+(k) := (x(k+M), x(k+M-1), ..., x(k))$$
$$x^-(k) := (x(k-1), ..., x(k-K+1)) \quad (5.3)$$

one can write this probability in a more compact form, where set $B$ is defined
as: $B := \{x : x_i < A, ..., x_M < A \forall 1 \leq i \leq M\}$

$$M : P(x^+(k) \in B | x^-(k) = (i, ..., j)) \geq 1 - \varepsilon \quad (5.4)$$
Introducing the following two vectors

\[ s^{(1)} = (s_{1}^{(1)}, s_{2}^{(1)}) = (1, 0) \rightarrow h a x^+ \in B \]

\[ s^{(2)} = (s_{1}^{(2)}, s_{2}^{(2)}) = (0, 1) \rightarrow h a x^+ \notin B \]  \hspace{1cm} (5.5)

one can form a training set

\[ \tau^{(K)} = \{(x^- (k), s(k)), k = 1, ..., K\}, s(k) \in \{s^{(1)}, s^{(2)}\} \]  \hspace{1cm} (5.6)

I use FFNN to implement the ML algorithm; FFNNs have the most straightforward architecture; they have inputs, outputs, and numbers of hidden layers between them; as the number of hidden layers increases, the data moves in one direction from the input layer to the output layer. This study uses BackPropagation (BP) as a training algorithm; it is one of the most fundamental and common training algorithms. The estimated output is calculated based on the activation function; then, it calculates the estimation error based on the loss function. It goes backward to update the weights based on the gradient of the loss function.

The efficiency of FFNN depends on several factors such as the selection of appropriate activation function, selection of proper training algorithm, the suitable structure of hidden layers, size of the training set, and the accurate description of the problem [99]. Unfortunately, there are no standard rules for selecting, comparing, and testing the solutions; the user’s satisfaction in accuracy and complexity is the primary benchmark.

The training set in Eq(6) is used to train the corresponding FFNN, where the input-output mapping of the FFNN is \( y = Net(x, w) \), where vector \( w \) refers to the weights of the network subject to learning. The weights can then be optimized by the Back Propagation (BP) algorithms as:

\[ w_{opt} : \min w \sum_{k=1}^{K} \|s(k) - Net(x^- (k), w)\|^2 \]  \hspace{1cm} (5.7)

Yielding:

\[ \frac{1}{K} \sum_{k=1}^{K} \|s(k) - Net(x^- (k), w)\|^2 \rightarrow E \|s - Net(x^-, w)\|^2 \]  \hspace{1cm} (5.8)

and then:

\[ w_{opt} : \min \ E \|s - Net(x^-, w)\|^2 \rightarrow Net(x^-, w) = E(s|x^-) \]  \hspace{1cm} (5.9)

subject to Eq.(5.5)

\[ E(s|x^-) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} P(x^+ \in B|x^-) \\ P(x^+ \in B^c|x^-) \end{pmatrix} \]  \hspace{1cm} (5.10)
where:
\[
E_1(s|x^-) = P(x^+ \in B|x^-) \\
E_2(s|x^-) = P(x^+ \in B^c|x^-)
\]

(5.11)

As a result, after learning, at the output of the FFNN, one can observe the estimated conditioned probabilities once the past observations are given in the input if \( P(x^+ \in B \mid x^-) \geq 1 - \varepsilon \), then there are at least \( M \) steps to failure.

5.4 "Customized" FFNN for implementing PdM for WSNs – quantization and sparsity

In this thesis, I implemented the PdM approach explained in the previous section to the performance monitoring of WSN. Maintenance procedures of WSNs may include selecting new heads of clusters and leaders of chains, rearrangement of clusters and chains, new sensors deployments, controlling ON/OFF schemes, and many other procedures that enhance the performance of WSNs.

WSNs are limited resource systems in terms of energy, memory, and processing capabilities. The limited resources of WSNs require a low complexity PdM; to reduce the complexity, I use quantization and encoding schemes.

To make our model compatible with such circumstances, I implemented a quantization algorithm to speed up the training process and reduce the complexity of the model. Quantization enhances training speed and complexity, but it weakens the accuracy, so the user has to trade-off complexity with accuracy. Usually, variables and weights are represented as floating-point numbers; the quantization function converts them to integers, fixed-point, or integer numbers; such representations are more efficient regarding memory usage and computation speed [100, 101].

Uniform or deterministic quantization function calculates the quantization
level \( q \) of the real values \( r \) as follows [101]:

\[
q(r) = \text{sign}(r) \cdot \Delta \cdot \left| \frac{r}{\Delta} + \frac{1}{2} \right|
\]

(5.12)

where \( \Delta \) is the resolution or the quantization step.

Such functions are known as equidistant quantization. The quantization range is divided equally between quantization levels, so such functions are used in case of uniform distributions of the samples; when the distribution is not uniform, non-equidistant quantization is used; the authors of [97] used Lloyd-Max algorithm to determine the best quantization in such cases, it takes the PDF of samples distribution on account to minimize the mean square quantization error \( \sigma \). Finding the optimal quantized level \( q_i \) of sample \( r \) is an iterative process where:

\[
q_i(r) = \frac{\int_{c_i}^{c_{i+1}} r f(r) \, dr}{\int_{c_i}^{c_{i+1}} f(r) \, dr}
\]

(5.13)

c_i \text{ and } c_{i+1} \text{ are the regions of the proposed quantization level } q_i, \text{ and } f(r) \text{ is the PDF of the samples, the goal is the minimization of } (\sigma), \text{ which is :}

\[
\sigma^2_q = \sum_{i=1}^{Q} \int_{c_i}^{c_{i+1}} (r - q_i)^2 \, f(r) \, dr
\]

(5.14)

where \( Q \) is the numbers of the quantization levels.

Furthermore, memory is a crucial concern when dealing with FFNN for WSNs; many techniques have been used to improve the memory efficiency of ML/DL algorithms; some of them concern memory requirements of inference, others concern the memory requirements of training. Sparse FFNN is a common and efficient technique used widely to enhance DL/ML algorithms [98].

In sparse FFNN, the input features are represented as a sparse vector; most spare vector elements are zeros, which need fewer computations and less memory space. Besides memory efficiency, sparsity improves the complexity and the computations of the FFNN. Unfortunately, at the same time, it degrades the accuracy of FFNN; the designer has to trade-off between the sparsity level and accuracy [102].

In this study, I used a straightforward encoding scheme used in [97]; it is compatible and complementary with the quantization algorithm, each quantization level is encoded into an orthonormal vector set:

\[
q_l \rightarrow s q_l : sq_l(i) = \begin{cases} 
1 & \text{if } i = l \\
0 & \text{otherwise} \\
\end{cases}, i = \{1, 2, \ldots, Q\}
\]

By the encoding equation (5.3) becomes:

\[
\begin{align*}
x^+(k) & := (sq(k+M), sq(k+M-1), \ldots, sq_k) \\
x^- (k) & := (sq(k-1), \ldots, sq(k-K+1))
\end{align*}
\]

(5.15)
5.5 Dataset for training

The dataset used for training, validation, and testing is imported from [103]. The researchers collected the data experimentally as described in their paper [104]. They used IEEE 802.15.4 link implemented on TinyOS to connect two TelosB motes; each mote uses a TI CC2420 radio transceiver with 250 kbps. The researchers trace the packet delivery performance under several pre-configured stack parameters; these parameters are related to physical, MAC, and application layers.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Acronym</th>
<th>Values</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inter-Arrival Time</td>
<td>IAT (ms)</td>
<td>10, 15, 20, 25, 30, 35, 40, 50</td>
<td>Pre-configured</td>
</tr>
<tr>
<td>Packet Payload</td>
<td>PL</td>
<td>20, 35, 50, 65, 80, 95, 110</td>
<td>Pre-configured</td>
</tr>
<tr>
<td>Maximum Queue Size</td>
<td>QS</td>
<td>1, 30, 60</td>
<td>Pre-configured</td>
</tr>
<tr>
<td>Maximum Transmission attempt</td>
<td>NMT</td>
<td>1, 3, 5</td>
<td>Pre-configured</td>
</tr>
<tr>
<td>Retry delay</td>
<td>DR</td>
<td>30, 60</td>
<td>Pre-configured</td>
</tr>
<tr>
<td>Power of transmission</td>
<td>Ptx</td>
<td>19</td>
<td>Pre-configured</td>
</tr>
<tr>
<td>Distance</td>
<td>D</td>
<td>10, 20, 35</td>
<td>Pre-configured</td>
</tr>
</tbody>
</table>

I generated an observations table consisting of 10000 entries. Each entry summarizes the average measured parameters of 300 packets; I fixed the power transmission level at -19 dBm and change the other pre-configured parameters for the possible combination shown in Table 5.1. Besides the pre-configured parameters, the observations table has several packet delivery performance measured parameters corresponding to each combination of pre-configured parameters, as shown in Table 5.2. A short sample of the observations table is shown in Table 5.3.
Table 5.2: Measured parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Acronym</th>
<th>Values</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Queue Size</td>
<td>AQS</td>
<td>actual values (0–60)</td>
<td>measured</td>
</tr>
<tr>
<td>Buffer OverFlow</td>
<td>OF</td>
<td>actual values (0–1)</td>
<td>measured</td>
</tr>
<tr>
<td>Actual Transmission attempt</td>
<td>N_A</td>
<td>actual values (0–5)</td>
<td>measured</td>
</tr>
<tr>
<td>Actual acknowledged transmission</td>
<td>ACK</td>
<td></td>
<td>measured</td>
</tr>
<tr>
<td>Received Signal</td>
<td>RSSI</td>
<td></td>
<td>measured</td>
</tr>
<tr>
<td>Strength Indicator</td>
<td>NF</td>
<td></td>
<td>measured</td>
</tr>
<tr>
<td>Link Quality Indicator</td>
<td>LQI</td>
<td></td>
<td>measured</td>
</tr>
<tr>
<td>Packet arrival time</td>
<td>( T_{arr} )</td>
<td></td>
<td>measured</td>
</tr>
</tbody>
</table>

Table 5.3: Sample of Observations table

<table>
<thead>
<tr>
<th>( T_{arr} )</th>
<th>125304</th>
<th>130758</th>
<th>137716</th>
<th>146187</th>
<th>156155</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAT</td>
<td>10</td>
<td>15</td>
<td>10</td>
<td>15</td>
<td>50</td>
</tr>
<tr>
<td>PL</td>
<td>20</td>
<td>35</td>
<td>65</td>
<td>95</td>
<td>110</td>
</tr>
<tr>
<td>QS</td>
<td>1</td>
<td>1</td>
<td>30</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td>NMT</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>DR</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>( P_{tx} )</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>D</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>OF</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Q</td>
<td>0.41</td>
<td>0.23</td>
<td>25.7</td>
<td>0.01</td>
<td>0.08</td>
</tr>
<tr>
<td>( ACK )</td>
<td>0.59</td>
<td>0.77</td>
<td>0.723</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td>N_A</td>
<td>0.593</td>
<td>0.77</td>
<td>0.723</td>
<td>0.993</td>
<td>1.02</td>
</tr>
<tr>
<td>NF</td>
<td>-54.0767</td>
<td>-70.57</td>
<td>-61.0533</td>
<td>-88.9367</td>
<td>-93.71</td>
</tr>
<tr>
<td>LQI</td>
<td>63.08</td>
<td>82.3467</td>
<td>77.2833</td>
<td>106.13</td>
<td>106</td>
</tr>
</tbody>
</table>

I used the pre-configured and measured parameters to calculate the QoS requirements of the WSN. Energy efficiency, throughput, delay, and packet loss as in [96, 104].

- **Packet error rate (PER):** measures the reliability of the system; it depends on the queuing characteristics (Buffering) of the nodes and the quality of the link parameters \( (RSSI, NF, and LQI) \)

\[
PER = \frac{N_{A} - ACK}{N_{A}} \tag{5.16}
\]
• **Energy efficiency (En):** determines the energy needed to transmit one beneficial bet; it depends on PER, power transmission level, the payload of the packet, length of the header, and transmission rate:

\[
En = \frac{P_{tx} \cdot (PL + PH) \cdot Tt}{PL(1 - PER)}
\]  

(5.17)

\(PH\) is the length of the header/trailer, which is (11-31 bytes) in IEEE 802.15.4 [105], \(Tt\) is the transmission time which is 0.004ms in the case of 250kb/s.

• **Throughput (Tp):** is the number of beneficial bets received per unit of time; it depends on \(PL, PER, \) and transmission service time \((Ts)\).

\[
Tp = \frac{PL(1 - \text{PER})}{Ts}
\]  

(5.18)

where:

\[
Ts = C + Tt + (N_A \cdot D_R)
\]  

(5.19)

and \(C\) is a constant depends on the protocol and the specification of the radio system; it is \(\approx 13.5\) ms in the circumstances of the experiment [104].

• **Delay** is the time elapsed from packet generation to successful packet reception; \(LQI\) and queuing characteristics of the nodes are crucial issues when investigating delay. Researchers mostly use queuing system model to state the delay of WSNs; I used system utilization \(\rho\) as a metric to quantify the delay, where \(\rho = Ts/IAT\) and as \(\rho \rightarrow 1\) delay increases.

The four calculated QoS requirements \((PER, En, Tp\) and \(\rho)\) are arranged into a 10000 * 4 input feature table; each entry corresponds to an entry of the observations table. The Packet arrival time \((T_{arr})\) is reformatted as a time series and added as a fifth column to the input features table.

QoS metrics are contradictory; improving reliability decreases energy efficiency, and improving energy efficiency reduces throughput, and so on; the user should trade-off among these metrics. To define the operational status of the WSN, I defined a range of each metric as follows:

\[
\alpha^+ \leq \text{PER} < \alpha^-
\]

\[
\beta^+ \leq En < \beta^-
\]

\[
\gamma^+ \leq Tp < \gamma^-
\]

\[
\delta^+ \leq \rho < \delta^-
\]

If the four metrics are within the specified range, then the operational state of WSN is “OK” corresponding to \(s^{(i)} = (1, 0)\) as defined in Eq. (5.5), which
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means that no maintenance is needed; otherwise, the operational statue is “NOK” corresponding to $s^{(2)} = (0, 1)$ as defined in Eq. (5.5), which means that maintenance is needed. The operational status for each entry of the input features table represents an entry of the output table of the FFNN, concatenation of the input features table, and the output table forms the dataset of training, testing, and validation of the FFNN. Table 5.4 shows a short sample of the training set.

Table 5.4: Sample of the training dataset

<table>
<thead>
<tr>
<th>$T_{arr}$</th>
<th>$PER$</th>
<th>$En$</th>
<th>$Th$</th>
<th>$Ru$</th>
<th>OP</th>
<th>OK</th>
<th>NOK</th>
</tr>
</thead>
<tbody>
<tr>
<td>44488657</td>
<td>0.005618</td>
<td>0.084072</td>
<td>19.98877</td>
<td>3.1304</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>44544439</td>
<td>0.003333</td>
<td>0.08388</td>
<td>19.99833</td>
<td>1.0876</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>44559087</td>
<td>0</td>
<td>0.0836</td>
<td>20</td>
<td>0.87008</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>44597021</td>
<td>0</td>
<td>0.080343</td>
<td>35</td>
<td>1.74016</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>44607076</td>
<td>0.006667</td>
<td>0.080882</td>
<td>34.99222</td>
<td>1.450133</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

In the next stage, the entries of the training dataset are quantized by the Lloyd-Max algorithm by 8 quantization levels. Each quantized entry is encoded into an 8-bits binary vector, as described in section 4.3. The numerical numbers representing the QoS parameters at instant ($t$) are converted to a $1*4*8$ sparse vector. Each vector has four 1’s indicate the quantization level of each QoS requirement. Table 5.5 shows a sample of the data set after quantization and encoding.

Table 5.5: Sample of the dataset after quantization and encoding.

<table>
<thead>
<tr>
<th>$T_{arr}$</th>
<th>$PER$</th>
<th>$En$</th>
<th>$Th$</th>
<th>$Ru$</th>
<th>$OP$</th>
</tr>
</thead>
<tbody>
<tr>
<td>44488657</td>
<td>10000000</td>
<td>00000010</td>
<td>00100000</td>
<td>00010000</td>
<td>10</td>
</tr>
<tr>
<td>44544439</td>
<td>01000000</td>
<td>00010000</td>
<td>01000000</td>
<td>00010000</td>
<td>10</td>
</tr>
<tr>
<td>44559087</td>
<td>10000000</td>
<td>00100000</td>
<td>00010000</td>
<td>01000000</td>
<td>01</td>
</tr>
<tr>
<td>44597021</td>
<td>10000000</td>
<td>00000010</td>
<td>00000100</td>
<td>00000010</td>
<td>01</td>
</tr>
<tr>
<td>44607076</td>
<td>00100000</td>
<td>00000010</td>
<td>00000010</td>
<td>00000001</td>
<td>10</td>
</tr>
</tbody>
</table>

5.6 Implementation and simulation results

I implemented the proposed model using the deep learning toolbox of matlab2020b; I used the dataset explained in the previous section.

In the first experiment, I investigated the effect of quantization and encoding on the accuracy and complexity of the PdM system. To get more use of the sparsity of the input vector; the FFNN deals with each binary input vector (as the sample is shown in Table 5.4 as a black and white pattern, where the
ones appear as white points in a black line, figure 5.2 shows a sample of these patterns.

![Figure 5.2: Samples of the input vector as black and white patterns.](image)

In this experiment, I used the accuracy as a performance metric, \( Acc = \frac{R}{T} \) Where \( R \) is the number of correct predictions, and \( T \) is the number of the data set. Figure 5.3 shows the complexity of the algorithm under different numbers of hidden layers; I measured the complexity by the execution time of the training process. The figure demonstrates that the algorithm uses quantized and encoded data takes less time than the one raw data, regardless of the number of header layers. The quantized and encoded data ensures better complexity because of the sparsity enlightened in section 4.3. Both algorithms show an ascending tone of training time as the number of hidden increases. The irregularity noticed in both curves is justified by the randomness of initial values of the training process's weight and biases.

![Figure 5.3: Complexity of original data and quantized and encoded data](image)
In Fig. 5.4, one notices that the raw (original) data show better accuracy than the quantized and encoded data; this happens because besides the prediction error, there is also quantization error explained in section 4.2. With quantized and encoded data, the input data appear as a lookup table, so one notices the low variance of accuracy with quantized and encoded data regardless of the number of the hidden layers. The algorithm uses the raw data exhibits better accuracy as the number of hidden layers increases.

![Figure 5.4: Accuracy of original data and quantized and encoded data](image)

In the third experiment, I investigated the relationship between the performance and the number of future time steps $M$; two metrics are used to clarify the performance; Mean Square Error $MSE$ and the execution time presenter of the complexity. The output of the FFNN is a binary vector ($ops$) consists of $M$ elements, the vector ($ops$) states the operational status of the WSN, $ops(m) = \{m_1, m_2, \ldots, m_M\}$,

$$m_i = \begin{cases} 
1 & \text{The system will be OK untill step } i. \\
0 & \text{The system will be faulty after } i \text{ steps.} 
\end{cases}$$

For example, if $M = 8$, then $ops$ can be $ops = \{1, 1, 1, 1, 1, 0, 0, 0\}$, this means that the system will be faulty after five operational steps, and maintenance should take place.

Figure 5.5 clarifies the performance of the model under different values of $M = (1 - 10)$, where the number of hidden layers is set to ten layers, and the number of previous observations is set to 3. The left y-axis characterizes the $MSE$, where the right y-axis characterizes the execution time. The figure shows that as $M$ increases, both the execution time and the $MSE$ increase, because longer output vector should be estimated.

Figure 5.6 demonstrates the effect of the number of previous observations $k$ on $MSE$ and execution time. The number of the hidden layer is set to ten, and $M$ is set to 5. The left y-axis represents the $MSE$, and the right y-axis represents the execution time; a large $k$ means less $MSE$ but a longer
execution time, because longer output vector should be estimated.

![Figure 5.5: The relation among MSE, Execution time, and M](image1)

![Figure 5.6: The relation among MSE, Execution time, and K](image2)

### 5.7 Conclusions

In this thesis, I used the FFNN machine learning model to build a PdM system for WSN; it predicts the operational status (either being "OK" or faulty) after $M$ time steps based on $K$ previous readings of QoS requirements of the WSN. I used real estate data set of one-hop WSN. I also used quantization and encoding schemes to make the system incoherent with the limited resources of the WSN. I revealed that the complexity of systems is improved by quantization, encoding, small $M$ and small $K$. The accuracy is improved by using the raw(original data), small $M$, and large $k$. 
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Summary of results and thesis

6.1 Summary of results

As wireless data acquisition tends to become the fundamental means of robust industrial control and digitization, this dissertation has proposed some innovative techniques for designing robust WSNs for optimal energy efficiency, reliability, and longevity.

I introduced new algorithms, such as MMREP (Maximum of the Minimum Residual Energy Protocol) and OREBP (Optimal Residual Energy Based Protocol) to maximize the minimum remaining energy and to achieve uniform energy consumption subject to a predefined reliability constraint. The proposed protocols improve energy efficiency in terms of the life span as they minimize the amount of consumed energy and distribute the load evenly.

I have also proposed a new algorithm, BPEEBP (BackPressure Energy-Entropy-based Protocol), for stochastic WSNs. It controls the distribution of the traffic and the residual energy subject to a predefined reliability constraint. It exhibits better performance regarding energy efficiency, E2E delay, and throughput. The proposed algorithms can be used in WSNs and any routing-based systems such as telecommunication and transportation; they can also be used in systems that need load balance, such as resources management systems.

I developed a new optimization method called CCS-MOGA (Chained Compressive Sensing based on Multiple Objects Genetic Algorithm), to find the optimal values of the variables of the compressive sensing paradigm. I optimized the number of measurements, transmission range, and the mutual coherence of the sensing matrix. CCS-MOGA maximizes the energy efficiency and minimizes the probability of reconstruction error. It also provides a dynamic construction of WSN based on the values of optimization variables and objectives. In addition to WSN, the developed algorithm can be used as a heuristic optimization algorithm to strike the right balance between contradicting criteria of networking. The new method can be used in the structure of the graph-based application and optimal resource distribution map.

I used the FFNN machine learning model to build a PdM system for WSN;
it predicts the operational status ("OK" or faulty) after $M$ time steps based on $L$ previous readings of QoS requirements of the WSN. I used the real estate data set of a one-hop WSN. I also used quantization and encoding schemes to make the system incoherent with the limited resources of the WSN. I revealed that the complexity of systems is improved by quantization, encoding, small $M$, and small $L$. The accuracy is improved by using the raw (original data), small $M$, and large $k$.

In this way, my research has contributed to industrial and IoT data acquisition, which may help intelligent system monitoring. The proposed algorithms can be used as efficient data collection for AI-based system supervision. They had several applications ranging from surveillance systems to Industry 4.0.

6.2 The novel scientific results of the dissertation

**Thesis 1:**
- I presented a method for selecting the relay nodes based on the remaining energy and reliability.
- I proposed MMREP to select the path that maximizes the remaining energy of its nodes subject to the reliability constraint.
- I introduced the entropy-like function to measure the uniformity of residual energy distribution.
- I proposed OREBP, which selects the path based on the entropy of residual energy of the path.

**Thesis 2:**
- I proposed BPEEBP, a routing algorithm for stochastic WSNs; it based on four significant principles; On-OFF scheme to provide energy-efficiency, backpressure principle to control the traffic load balance, entropy of residual energy to control the uniform distribution of residual energy, and Rayleigh fading model is to guarantee the balance between consumed energy and reliability.

**Thesis 3:**
- I proposed a multiple objectives genetic algorithm to strike the right balance between the energy efficiency and reconstruction error of the compressive sensing method.
- I applied a genetic algorithm with appropriate parameters to improve the characteristics of the sensing matrix by reducing its mutual coherence.
• I presented a greedy algorithm to split the WSN into multiple paths based on the above optimization algorithms.

Thesis 4:
• I proposed a prediction model that estimates the forward probability distribution of the operational status of the monitored system in the next $M$ future steps based on previous $K$ readings of QoS parameters.
• I implemented the proposed prediction model by FFNN model.
• I presented a mathematical analysis for configured, measured, and calculated QoS parameters of WSNs.
• I applied the proposed model as PdMs for WSN; it predicts the needing of WSN for maintenance after $M$ steps, the prediction is based on previous $K$ observations of QoS requirements.
• I introduced quantization and encoding schemes to make the proposed model compatible with limited resource WSNs.

6.3 Possible future works

I hope my dissertation may contribute to opening new horizons in the WSNs and IoT networks. I also hope that other researchers and I can extend the proposed algorithms into new dimensions of performance and applications.

In the energy-efficient routing algorithms, there is a need to develop new routing algorithms that hit a good balance between energy efficiency and complexity; the area still needs mathematical optimization algorithms to find the optimal lifespan, data loss percentage, the maximum number of hops, and complexity. In stochastic WSN, the need still exists to extend the proposed algorithm to include multi-hops routing and assume asymmetrical nodes concerning packet generation rate, service rates, and buffer size.

In the area of data reduction based on compressive sensing, the proposed algorithm is based on a heuristic optimization method to strike a good-enough balance between reconstruction error (as a proxy for reliability) and energy efficiency. More research is needed to find mathematically the optimal solution that strikes the right balance among the parameters of compressive sensing and the QoS parameters of WSNs. Exploring other application areas of the proposed algorithm also is a promising domain.

For as PdMs, the proposed model can be extended in two primary dimensions: first, application of the proposed estimation model in other fields such as industry, agriculture, transportation,.., etc. Second, implementation of the proposed model by different machine learning and deep learning techniques. Other techniques may improve the performance in terms of accuracy, complexity, and ease of implementation.
In general, the proposed algorithms can be used as efficient data collection for AI-based system supervision. They can be modified and adapted for use in other applications ranging from surveillance systems to Industry 4.0.
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