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1 Preliminaries and Objectives

1.1 Critical Systems Design

With the continuous increase of IT systems both in size and complexity, their quality of service becomes an issue in different application fields. For business critical systems that control the infrastructure of an international company with world–wide locations a service failure may cause serious financial losses. For safety critical systems like automotive or avionics a failure in the delivery of a service may result in critical damages or even casualties.

Certification standards like DO-178C (for avionics) or ISO 26262 (for automotive) prescribe rigorous safety requirements on the entire design process of a critical system including requirements specification, analysis, design verification and validation (V&V), and documentation, in order to assure safe operation throughout the entire lifecycle of such a system. Due to this rigour, the certification costs of a new safety-critical product are horrendously high nowadays. Recent surveys demonstrated that verification and validation costs may contribute as much as 70-80% of the total certification costs. Finding innovative V&V techniques which simultaneously improves the quality of the system while reducing certification costs is a major challenge.

A service delivery compliant with certification standards needs to meet different kind of requirements. A functionally correct service calculates its output for any input exactly as prescribed by its specification (i.e. without side effects). Furthermore, service delivery needs to be completed within certain deadlines with high reliability and availability. Finally, if there are multiple design variants for delivering a service, one needs to select the cheapest option or the one which guarantees the shortest time to market. In this respect, critical systems design distinguishes between functional, extra-functional and optimality requirements.

1.1.1 Model driven engineering of critical systems

Model-driven engineering (MDE) has become a key technique for critical systems design with rapidly increasing number of applications, for instance, in avionics or automotive systems [42, 43]. MDE facilitates the systematic use of models from an early phase of the design cycle. System requirements and design are captured by high-level, visual engineering models. Early systematic formal analysis of design models can be carried out by generating various mathematical models by automated model transformations (MTs) to eliminate conceptual flaws [29]. The source code of the target system is derived by code generator transformations [34, 50, 51].

MDE promises to simultaneously increase productivity and quality while reducing development costs. Early detection of design flaws saves costly re-design (compared to detecting the same problem by traditional testing). Automated (and qualified) code generators improve productivity by synthesizing provenly correct source code of a safety-critical application from a validated model. In addition to source code generation, MDE
tools could help synthesize other design artifacts as well (such as configuration tables, fault trees, test cases, documentation) and provide fine-grained support for traceability [26].

1.1.2 Formal methods

Formal methods (such as statecharts, Petri nets, dataflow nets, process algebras, or timed automaton) offer formal models with precisely defined semantics and mathematical algorithms to exhaustively cover all potential executions. They are primary means to carry out early analysis in model-driven engineering by analyzing system models having with mathematical scrutiny.

While traditional testing primarily aims at highlighting flaws in the system (i.e. the presence of faults), in many cases, one can prove the correctness of the system (i.e. the absence of errors) by using formal methods. In this respect, formal methods are accepted verification and validation techniques in most safety-critical certification standards. In real development scenarios, a combined use of traditional testing and formal methods are widely used nowadays, especially, in the avionics domain.

Semi–formal techniques like the Unified Modeling Language (UML) [35], the System Modeling Language (SysML) [23] or Business Process Modeling Notation (BPMN) [24] provide an easy-to-understand and comprehensive language for system engineers with precisely defined structure to model the system at a high-level of abstraction. Using a standard modeling language improves communication between different stakeholders and development teams. However, these languages can be ambiguous due to the lack of formal semantics, therefore, one cannot establish a safety argument directly at this level. Furthermore, certain requirements (such as temporal behavior in UML) cannot easily be captured.
in these semi-formal languages. In contrast, formal methods always build on precise requirements and mathematical models with formal semantics to specify a system model, which enables formal verification of the model wrt. the requirements (properties). While these formal methods are rigorous and does not allow ambiguity in specifications, they are much more difficult to understand and their use needs a strong mathematical background from the designer. Model-driven engineering closes the gap between semi–formal and formal methods by enabling the precise formal verification of high-level system models while still offering visual notations to system engineers.

Studies [25] have demonstrated that the combined use of formal methods and model driven engineering simultaneously improves quality and reduces V&V costs by one order of magnitude (compared to traditional V&V without formal methods).

Model checking is widely used in the validation and verification process. Model checking means the automatic check of the fulfillment of some properties [27] by an exhaustive traversal of the state space. The aim of model checking is to either prove that a given property is satisfied in a system model or to constructively retrieve a counterexample leading to a violation. The input model of a model checker is a finite labelled transition system that captures the behaviour of the underlying system by a directed graph where the nodes are the states of the system and the edges represent the state transitions. The properties that has to be satisfied by the system are formalized as temporal logical expressions that are composed of temporal logical operators and state variables. A(n explicit state) model checker (like SPIN [38]) translates a property into an automaton that accepts only those paths where the property is evaluated to true. Then the product automaton of the negation of this property automaton and the automaton of the transition system is analyzed. If there is no execution sequence in the product automaton leading to an accept state (i.e. the product automata accepts the empty language) then there is no sequence in the transition system that satisfies the negation of the property. In other words the original property holds in the system. Otherwise, the corresponding sequence is retrieved as a counterexample.

1.2 Optimization Techniques

In the current thesis, we focus on the research challenge when the system model has to be optimized and verified simultaneously according to the system requirements in order to assure an efficient and correct operation. For instance, the delivery of a cost– or time–optimal solution is a core problem in business processes or production systems in order to satisfy the prescribed quantitative requirements. The application of both formal analysis and optimization can assure that the system will function properly and also fulfills its quantitative constraints in an optimal way (with respect to some objectives).

Linear programming (shortly LP) methods are known as efficient solution techniques for optimization problems [52]. LP problems consist of some variables, linear constraints over these variables and an objective function, which is a linear combination of the variables that has to be either minimized or maximized respecting the constraints.

An LP problem is called integer linear programming (ILP) problem if all variables
are constrained to be integers while an LP problem is called mixed integer linear programming (MILP) problem if some (but not necessarily all) variables are forced to be integer.

There were developed several techniques to solve LP problems such as simplex method [52] or interior point methods [39]. A well–known method to solve MILP problems is the so–called Branch and Bound (shortly B&B) method [52]. The idea of the B&B algorithm is to apply the steps branching and bounding after each other to the current (sub)problem in order to separate and restrict the solution space to subproblems.

Bounding and relaxation  The solution of integer problems is much more complex and time consuming than the solution of continuous problems (with arbitrary real values for variables). The idea of relaxation is to use techniques defined for continuous problems to bound the objective value of the integer problem. Usually interior point methods (like the algorithm in [39]) are used to solve LP problems.

A lower bound for the minimum of an optimization problem is derived by the solution of the LP problem that is the same as the ILP problem except that the variables are relaxed to continuous ones. On the one hand, if there is no solution for the relaxed LP problem there is also no solution for the integer problem. On the other hand, the objective value of an optimal solution of the relaxed problem is a lower bound (in case of minimization) for all optimal integer solutions since all of those are included in the solution space of the relaxed problem. This way the search space is restricted by the approximation for the objective value of the optimal solution.

There are several engineering problems that can be mapped to (MI)LP problems like process network synthesis in manufacturing, transportation, chemical engineering or VLSI design.

1.3 The Optimal Trajectory Problem: Simultaneous Optimization and Verification

Verification and validation methods aim to assure the correctness of a system model, while optimization may serve to calculate the quantitative performance characteristics of a system by estimating its quantitative boundaries and to minimize operation costs. However, it is a challenging question how to combine the best practices of the two fields.

Combined optimization and V&V problems can frequently be expressed as a reachability problem with quantitative or qualitative measurements, which is called an optimal trajectory problem: find an optimal path (if such exists) starting from an initial state to a target state that satisfies all the given requirements. The traditional reachability problem is to answer the question whether a given state is reachable from an initial state in the system. However the optimal trajectory problem requires also the generation of a path leading from the initial state to the target state. A target state may be concrete, i.e. all state variables have a desired value in the target state or partial if we focus on the desired value of only a subset of variables.
Similar problems are investigated in planning and scheduling algorithms [30, 44, 49], various strategies in game theory [31], design space exploration in system engineering [28].

1.4 Objectives of the Thesis

The objective of the research presented in this thesis is to propose (i) mathematical models in which the optimal trajectory problem can be formally expressed and (ii) strategies and algorithms to solve the optimal trajectory problem by combining verification and optimization techniques.

2 Simultaneous Verification and Optimization of System Models

The combination of efficient verification and optimization techniques requires a framework that is able to model both the crucial aspects and the metrics of the underlying system. Due to their modeling expressiveness and rich mathematical background I use an extension of Petri nets (PNs) and graph transformation systems (GTSs) to model optimization and validation problems.

An optimal trajectory of a Petri net or a graph transformation system is a path in the state space that is optimal with respect to a given metric and satisfies the given (logical) requirements. The main challenge of finding an optimal path is that the state space may be infinite which cannot directly be traversed exhaustively. However, the search space can be reduced to be finite by filtering certain paths or taking into account upper bounds for the metrics.

2.1 Petri Nets

The current thesis focuses on Petri nets, which is a well-known and widely used formal method introduced by Carl Adam Petri in 1962 [47] for the modeling the communication of processes. Petri nets provide an intuitive graphical yet mathematically expressive language to capture nondeterminism and concurrency in system models.

Petri nets are directed bipartite graphs with nodes places and transitions where places represent the state variables of the system and may contain tokens while transitions stand for the tasks or activities in the system describing the system control. The system dynamics is modeled by the token transfer between places by firing transitions: a transition is enabled and it may fire if there are enough tokens on its input places. During its firing the transition removes these tokens and produces as many tokens to its output places as required. The number of removed and produced tokens are defined by a weight function interpreted on the edges of the graph. The potential behavior of the system is identified by trajectories in the form of transition firing sequences in the system state space.
Several extensions of the core Petri net formalism exist to precisely capture time, cost, dependability or other properties of systems. The thesis focuses on the optimal trajectory problem of Petri nets with cost and duration. Cost parameters are assigned to the transitions of the Petri net to denote the cost of the execution of a transition. Then the optimal trajectory problem can be formulated as follows.

2.1.1 Cost-optimal trajectory of Petri nets

Let a Petri net with cost parameters, a partial target marking and a cost limit be given. Then the cost–optimal trajectory problem is to find a trajectory $s$ starting from the initial marking such that (i) it covers the partial target marking, (ii) the cost of all other trajectory that starts from the initial marking and covers the partial target marking is not smaller than the cost of $s$ and (iii) the cost of the trajectory $s$ does not exceed the cost limit.

The token change in the Petri net can be described by the so–called state equation. The state equation is based on the incidence matrix of the Petri net that describes the token change in the Petri net. In order to restrict the search space of the Petri net an integer linear programming problem (ILP) is formulated as an abstraction of the optimal trajectory problem. This abstraction gives an overapproximation for the solution of the optimal trajectory problem since (i) each trajectory in the Petri net has a corresponding solution of the state inequality but (ii) it may exist a solution of the state inequality such that there exists no corresponding executable trajectory in the Petri net.

Such an ILP problem can be solved by traditional methods like the Branch and Bound technique. However, their use focuses only on the ILP problem and ignores the structure of the Petri net. In order to incorporate the structure of the Petri net into the ILP problem Process Network Synthesis algorithms are customized to the Petri net optimal trajectory problem.

2.1.2 Process Network Synthesis

Process Network Synthesis (PNS) solutions were elaborated by Friedler et. al. [36, 37] to deliver an optimal solution for production of some materials in chemical engineering. A process network is represented by a Process-graph (P-graph). A P-graph describes a production problem that aims at producing some products from given raw materials using operating units. Operating units transform their input materials into their output materials.

Friedler et. al. proposed efficient algorithms that exploit the combinatorial properties of the problems. They showed that the P-graph structure of a solution has to conform to five axioms. Such a P–graph is called a combinatorially feasible solution structure that forms a recipe describing what materials (ingredients) and operating units (tools) are necessary to “cook” the desired products. The Accelerated Branch and Bound algorithm delivers an optimal solution for the PNS problem using the traditional Branch and Bound algorithm over the set of these recipes.

Petri nets and P-graphs have similar graphics: both structures are designated as bipartite graphs with nodes places and transitions, and materials and operating units, respec-
tively. In addition, transitions have the same task as operating units: they transform their input objects into their output objects. Also the aim of the Petri net optimal trajectory problem and PNS problems resembles: how to reach a given state starting from an initial state in an optimal way.

However, the set of solutions for a Petri net optimal trajectory problem is a subset of the set of solutions for the PNS problem. One reason is that the Petri net definition is restricted to integer token flow and integer firing number of transitions. The other reason is that a solution in the Petri net has to be executable from the given initial state while a solution for the PNS problem is required to be executable starting from a stationary state. This way the corresponding Petri net optimal trajectory problem is a restriction of the PNS problem such that each solution for the Petri net optimal trajectory problem is also a solution for the PNS problem.

I customize PNS algorithms in my thesis to deliver a candidate solution for the Petri net optimal trajectory problem. The candidate solution is delivered by an ILP solver that gives a solution for the abstraction ILP problem of the Petri net using PNS algorithms. The candidate solution is a transition occurrence vector or Parikh vector that counts the number of firing of the individual transitions in a corresponding trajectory (if it exists). If there exists no solution for the ILP problem then there is no solution for the optimal trajectory problem. However, if there exists an optimal solution Parikh vector for the ILP problem it may happen that it does not have a corresponding executable (fireable) trajectory in the Petri net.

The executability of the candidate Parikh vector from the given initial marking is checked afterwards in two steps. Fig. 2 shows the workflow of the approach with the **Reachability check**, the **Fireability check** and the trajectory generation.

**Reachability check**  The first subsequent check is performed using the reachability function of Petri nets to check the reachability of a marking compliant with the candidate solution Parikh vector. The reachability function encodes the (finite) transitive closure of the one-step transition function in the form of *Binary Decision Diagrams (BDDs)*. The function is parameterized by the initial and the target marking, i.e. the function does not have to generated again from scratch if only these parameters are changed. This approach provides a reusable filtering of candidate solutions.

**Fireability check and trajectory retrieval**  If the marking compliant with the candidate vector is proven to be reachable, its fireability (executability) still needs to be checked. I propose to use the SPIN model checker tool for fireability checks, completing additional verification tasks and the derivation of an optimal trajectory.

If either the reachability check or the fireability check fails the next best solution vector of the ILP problem is generated and it is checked again until a solution is found or all branches are pruned and there is no solution.
2.1.3 Direct encoding approach

I give a second algorithm for the cost–optimal trajectory problem that directly encodes the optimal trajectory problem of bounded Petri nets into the SPIN model checker with on-the-fly optimization during verification. In this technique, the numerical criteria of the Branch and Bound algorithm is also embedded into the linear temporal logic formula of the verification condition, thus state space exploration simultaneously checks both the logical and numerical conditions.

2.1.4 Time-optimal trajectory of Petri nets

Similarly to the cost-optimal case, I give two solutions for the time-optimal trajectory problem. The first one calculates an upper bound for the maximal duration of an optimal Petri net trajectory and delivers a fireable trajectory as a solution for the ILP model that (1) represents the token change in the places in any time instant within this upper bound and (2) encodes the enabledness condition of the transitions in each time instant.

The second solution is a direct method for the time-optimal trajectory problem that uses the same upper bound to constrain the verification run of the SPIN model checker in
order to deliver an optimal trajectory on-the-fly by encoding the optimality criteria into an LTL expression.

### 2.2 Graph Transformation Systems

Graph transformation [48] provides another mathematical model where the system is modeled by typed and attributed graph models while its behaviour is represented by rule and pattern based manipulation. The application of a rule, also known as a rewriting step, consists of the matching of an instance graph against the left hand side graph pattern of the rule and then placing of that part in accordance with the right hand side pattern.

Due to their expressiveness, graph transformation systems are widely used in compiler construction, database management, software engineering, visual modeling, logic programming and in many other fields [33]. The graph based representation and the use of types, labels and attributes facilitate an easy-to-understand graphical modeling of complex systems. Furthermore, the formal analysis of graph transformation systems has a strong theoretical background that enables the check of typical properties in graph transformation systems.

#### 2.2.1 Optimal trajectory problem in graph transformation systems

Since there is a strong correspondence between Petri nets and graph transformation systems (shortly GTS) [32, 40, 41], I generalized the optimal trajectory problems of Petri nets over graph transformation systems with cost and time. I introduced both cost and time into graph transformation systems as the cost and duration of a rule application and I defined formal semantics for evaluating graph transformation rules with cost and time.

The optimal trajectory problem in GTSs is solved using the Petri net based solutions: the GTS is transformed into a Petri net such that all the valid trajectories of the GTS are simulated by a corresponding Petri net trajectory. However, it is not a bisimulation, i.e. trajectories may exist in the Petri net that have no compliant trajectory in the GTS. Therefore the executability of the Petri net solution has to be checked in the original GTS after back-annotation.
3 Main Results

The solution of the so-called optimal trajectory problem that is introduced in the thesis generates an optimal trajectory for general Petri nets. This solution is novel to previous ideas such that

- it can be used for general Petri nets and not only for a specific subclass of Petri nets.
- It delivers an optimal trajectory and not a suboptimal one that increases the design quality of the system.
- The sequence of semi-decision methods provides reusable techniques in case for the further investigation of the same system. The introduced methods are reusable in the sense that the underlying mathematical models remain the same or are changed slightly in the next iteration of the search. In other words, the search is continued and is not started again from scratch.

The Petri net based optimal trajectory problem also can be used in the analysis of graph transformation systems (GTS) with quantitative metrics: the graph transformation system representing the evolution of a system is transformed into a Petri net model. Then an optimal solution of the Petri net is generated, and is back-annotated into the original GTS.

Figure 3 shows the novel results in the thesis where C1-C4 denote the number of the corresponding contribution.

3.1 Petri Nets and Process Network Synthesis Problems

Contribution 1. I analyzed the similarities and differences between Petri nets and PNS problems in order to characterize the application conditions of PNS algorithms for optimal trajectory problems over Petri nets [4, 7–9].

1/1 I defined a structural mapping from any Petri net to a P–graph representation. I defined a mapping, which derives a PNS problem from Petri net optimal trajectory problem.

1/2 I provided a structurally valid Petri net interpretation of the five PNS axioms that characterize the combinatorially feasible networks of a PNS problem.

1/3 I elaborated an algorithm to reduce the size of the PNS problem by adapting the Petri net reduction rules. I proved that the application of the reduction algorithm to the PNS problem preserves the reachability property and the cost of the production.
3.2 Customization of PNS Algorithms for the Petri Net Cost–optimal Trajectory Problem

**Contribution 2.** I adapted various PNS algorithms to derive candidate Parikh vectors for the optimal trajectory problem over Petri nets.

2/1 I customized the PNS MSG algorithm to generate the maximal structure of a Petri net optimal trajectory problem. I interpreted the PNS SSG algorithm for Petri nets to generate the structurally valid solutions of a Petri net optimal trajectory problem. The corresponding publications are [4, 12, 13, 15–17].

2/2 I elaborated an algorithm which takes the set of all structurally valid solutions of a Petri net as input and calculates a candidate for an optimal Parikh vector as output. I elaborated another algorithm that generates the same output from a minimal basis of all structurally valid solutions of a Petri net as input. The corresponding publication is [4].
By adapting the PNS ABB algorithm to the Petri net optimal trajectory problem, I elaborated an algorithm which takes the maximal structure of a Petri net as input and calculates a candidate for an optimal Parikh vector as output by continuously checking the structural validity of the candidates. The corresponding publications are [4, 12, 13, 15–17].

3.3 Reachability and Fireability Check of the Candidate Parikh Vector

**Contribution 3.** I proposed different state space exploration and reduction techniques for Petri nets to deliver fireable trajectories relying on various upper bounds (such as candidate Parikh vectors or explicit limits on exploration depth) on the structure of the state space used as exploration hints.

3/1 I proposed the use of reachability function of Petri nets to check the reachability of a marking compliant with a candidate optimal Parikh vector. Reachability function encodes the (finite) transitive closure of the one-step transition function parametrized by the initial state in the form of Binary Decision Diagrams (BDDs), thus providing a fast and reusable filtering of candidate Parikh vectors. The results of this thesis were published in [4, 12–16].

3/2 I elaborated an algorithm using the SPIN model checker tool for the generation of a fireable trajectory from an initial marking that is compliant with (1) a candidate optimal Parikh vector, (2) the reachability function of the Petri net and (3) additional temporal logic expressions. The results of this thesis were published in [4, 12–14, 16, 19].

3/3 I proposed a direct encoding of the optimal trajectory problem of bounded Petri nets into the SPIN model checker with on-the-fly optimization during verification. In this technique, the numerical criteria of the Branch and Bound algorithm is also embedded into the linear temporal logic formula of the verification condition, thus state space exploration simultaneously checks both the logical and numerical conditions. The corresponding publications are [3, 4].

3.4 Time-Optimal Trajectory Problem
Contribution 4. I proposed two solutions for the time-optimal trajectory problem of Petri nets relying on the upper bound taken from the cost-optimal ILP problem and the state equations evaluated at dedicated time instants.

4/1 I proposed an algorithm for the time-optimal trajectory problem that calculates an upper bound for the maximal duration of an optimal Petri net trajectory and delivers a fireable trajectory as a solution for the ILP model that (1) represents the token change in the places in any time instant within this upper bound and (2) encodes the enabledness condition of the transitions in each time instant.

4/2 I proposed a direct method for the time-optimal trajectory problem that uses the same upper bound to constrain the verification run of the SPIN model checker in order to deliver an optimal trajectory on-the-fly by encoding the optimality criteria into an LTL expression.

The results of this thesis were published in [6].

3.5 Optimization in Graph Transformation Systems

Contribution 4. I generalized the optimal trajectory problems of Petri nets over graph transformation systems with cost and time.

4/3 I introduced cost into graph transformation systems as the cost of a rule application. I defined formal semantics for evaluating graph transformation rules with cost. The corresponding publications are [5, 21, 22].

4/4 I introduced time into graph transformation systems as the a time attribute (time stamp) of graph elements. I defined formal semantics for evaluating graph transformation rules with duration. The results of this contribution were published in [2, 3, 10, 11].

4/5 I defined the optimal trajectory problem for graph transformation systems by generalizing its Petri net based definition. The corresponding publication is [6].

The mapping of a GTS into Petri nets is the contribution of my co–author Dániel Varró. The introduction of time to graph transformation systems was a result of an international collaboration under the supervision of Prof. Reiko Heckel (at Univ. Paderborn) and Daniel Varró (at TU Budapest). The adaptation of Petri net based optimization techniques to GTS optimization is my own contribution both in case of GTS with cost and GTS with time.
4 Applications and Future Work

**Optimal trajectory problem in high-level modeling languages.** Since Petri nets can be generated automatically from high-level modeling languages (like UML, or BPMN) [46, 53] the introduced solutions can be used in the simultaneous optimization and verification of high-level modeling languages.

**Maximum likelihood diagnostics.** Another direction is to utilize the elaborated solutions in Petri net related fields. For instance, Petri nets describe the fault propagation in some models that can be extended by the likelihood of the corresponding fault in diagnostic problems [45]. The likelihood of the reachability of a state, i.e. the likelihood of a trajectory can be calculated from the likelihood parameters assigned to the transitions. Then the search for a path between two states with maximum likelihood forms an optimal trajectory problem and the optimal trajectory solution algorithms can be adapted to solve the problem.

**BDD–guided state space traversal.** Both the solution structures of the PNS problem and the graph structure of the Petri net OT problem can be described as a boolean function, i.e. it can be represented by a binary decision diagram. Since the logical representation of the connection between places and transitions is similar to the neutral extension of a decision mapping an interesting issue is to analyze how the BDD of the Petri net OT problem can be used in the guidance of the branching in the adaptation of the ABB algorithm.
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