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Glossary of abbreviations

AMPA Alpha-Amino-3-Hydroxy-5-Methyl-4-Isoxazole Propionic Acid
BDNF brain-derived neurotrophic factor
ERP eventrelatedbrain potential

FMRP fragile X mental retardation protein
GABA gammaaminobutyric acid

GluR1 Glutamate receptor 1

LTD long-term depression

LTP long-term potentiation

MEG magnetoencephalography

NMDA N-Methyl-D-aspartate

NREM nonrapid eye movement

PLMS periodic leg movements during sleep
REM rapid eye movement

SWA slow wave activity

VERP visual eventrelated brain potential

Zif268 zinc finger protein 225



Abstract

Experiencedependent cortical plasticity is fundamental for the ability to
acquire or improve skills through learning, which is an essential capacity throughout
human life. Exploring perceptual learning provides an opportunity to understand
cortical plasticity, perception and behavior in a coherent way. | investigated the
cortical structural and functional factors underlying visual perceptual learning in
typically developing children and young adults and in people living with a
genetically based neurodevelopmental disorder (Williams syndrome, WS).

The first goal was to determitibe typical developmental trend of perceptual
learning capacity in a visual integration task. The contour integration (Cl) task
specifically addresses the spatial range of degge horizontal connections in the
primary visual cortex that have been shawrhave a prolonged maturational period
in humans. Our results (n=10023 y) are consistent with earlier findings in terms
of the slow development of spatial integration, and reveal-degendent
improvement reaching the adult level only by the agedojdars inCl. Furthermore,
younger agayroups demonstrated a greater capacity to learn, however, significant
learning was present in all studied agyeups.

The second goal was to determine the role of sleep in perceptual learning in
Cl, since previous findings claimed its sledgpendent naturi@ several othetasks
Two phases of perceptual learning were identifi@dCl: sleep is not crucial for
performarce improvement in the early phase of learning, while after this initial fast

learning phase, there seems to be a stlsggendent stage of learning.



The third goal was to determine the spatial integration and perceptual learning
capacities in WS, where iis known that abnormalities in the structure and
connectivity of the visual cortex, as well as sleep disorders cancbenponentof
the syndrome. We evaluated individual WS performance by expressing it in terms of
the deviation from the average performanaf typically developing subjects of
similar ages. This approach helped us to dissociate different factors behind poor
performance in WS on an individual basis: low baseline performance in Cl indicating
structural impairment in the primary visual cortexhile low learning capacity
indicating abnormal sleep patterns and/or a potential lack of genes underlying
synaptic plasticity. The dissociation of these factors in patients with a well
determined genetic, neuroanatomic and behavioral profile has a gteati@l both
in developing more effective treatment procedures, and in the better understanding of

basic learning mechanisms of the human brain.



Kivonat

Dj k®szs®gek el saj8t2tg&sa vagy m§ r me

N®l k¢l °zheteteg®s K®Pekess®g¢ kkler eszt ¢l , mel vy
tapasztalatfiggR k®r gi pl aszticit§gs. A pe
arr a, hogy a k®r gi plaszticit§gs, a percepoc

Munk8m sor8n a 8Vi sau8lainsul get c erpetglhat §r oz -
funkcion8lis komponenseket vVizsg8ltam tip
popul 8ci - ban, val amint egy genetikail ag me
szindr - m8ban (WSZ).

Az el sR c@®Ii sa tpaenrucd e8pst ut8i pi kus fejl Rd®si
volt egy vizug8lis integr8ci-s feladatban.
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i ntegr8ci - |l ass¥% ®| et kori fejl Rd®st mut at

felnRtt teljes2tm®ny®lset horeit .cTop&bbé&k mad

kapacit§gst mutattak, mi ndamel | et t, hogy s
jelen volt.
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feladatban mutatott myelekoc&8pbabliad v8ahuybg®f»b
sz8mos m§ s feladat A eper®eehusliineut atamn8k 8§ s
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kezdeti gyors szakaszt k°vet Ren a tanul §8s



A har madi k c ®I a t ®ri i ntegr8ci - ®s a

felt ®r k®pez®se vol't Williams szindr- m8ban
struk-t®sr 8lsisgek®°ttet ®sbeldi el t ®r ®seket, val
egyes WSZ alanyoktle] es?2 t m®ny ®t a hasonl - kor Y4 tipi
8tl agteljes2z2t m®ny®t RI val - el t ®r ®s ¢k szer
abban, hogy a WSZ alanyok gyenge teljes?:

felt ®t el ez®s ek et afzogall amasz@muuyn kk amretg¥%r i nt egr 8§
feltehet Ren az el sRdleges | 8t -k®reg struk
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szinaptikus plapbptieeoact 85t shaef bl g8ygal - g®nek
a t®nyezRknek a disszoci 8l 8sa ol yan al an
neur oanat - mi ai ®s a viselked®ses profil a
egyf el RI a hat ®kony fked zZRd| @&sz keinsablearki 2 taggsy8 baal r

mechani zmusai nak meg®rt ®s ®ben.
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l. Introduction

I.1.Learning and brain plasticity

The human brain has a great capacity to acquire new skills, both in the
perceptual and motor domains. Although much has been clarified about the neural
basis of skill learning and procedural memory over the last century, the complex
processes underlyingdening are still progressing research topics of neuroscience.
Procedur al l earning, including |l earning b
distinguished from the declarative learning of factual knowle@lgg., Cohen &
Squire, 1980).

A popular viewon procedural learning claims that skill learning is subserved
by functional and structural changes within the brain systems repeatedly involved in
the performance of the task, and exposed to the same experience (Karni, 1996).
These functional and structul changes ar e uni magi nabl e
dynamic potential to reorganize itself, in other words, without brain plasticity.
Greenough and colleagues (1987) distinguished two types of experience driven
plasticity: experiencexpectant vs. experiencependent. Experieneexpectant
plasticity refers to the process when during critical or sensitive periods of
development there is selection among the overproduced synaptic connections driven
by sensory experience, which results either in establishingséatar eliminating the
unused connections. During sensitive periods, lack of exposure to normal external

input results in impaired functioning of neural circuits. On the other hand,
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experiencedependent plasticity is present throughout life, and neuralezions are
formed in response to specific experienoé the individuals to incorporate
environmental information into their neuronal networks. The type of learning | will
discuss here is a form of experierspendent plasticity.

A vast amount of datshows that connections in the human low level sensory
cortices (visual, auditory, somatosensory) can be shaped by experience (for a review
see Calford, 2002), and it is generally assumed that these changes are caused at the
neuronal level by Hebbian plasty (see e.g., Kirkwood and Bear, 1994). The theory
of Hebbian plasticity postulates that the strengthening or weakening of neuronal
connections depends on the relative timing of neuronal activity (i.e. similarities or
differences in the firing pattern afeurons; Hebb, 1949). When presynaptic and
postsynaptic neurons are active simultaneously, the connection between the two
neurons becomes stronger. Therefore, if two stimuli constantly emerge together, the
neurons receiving input from those paired stinmalhsequently fire together, which
leads connection strengthening between them. These changes in synaptic
connectivity could lead to modifications in the topography of the cortical structure
(e.g., Pons et al., 1991). For example, if a body part is indalvenore behavioral
activity its representation becomes larger in the somatosensory cortex, however, after
deafferentation of the body parts, the cortical representation shrinks (e.g., Recanzone

et al., 1992; Merzenich et al., 1983a,b).

[.1.1.Learning ad plasticity in neuroselectionist learning theories
The question, how do experience and environment form our mind throughout
learning, had arisen well before the emergence of cognitive neuroscigmoegh

the history of human cultures, there have gisvdbeen metaphors for learning,
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plasticity and memory formation, because it used to be (and still is) a puzzling
phenomenonThis issue was considered even by the ancient philosophers, such as
Platg who formulated a very plastic description of the process of learning (in,

Wagoner, 2012, p.2):

A would have you imagine that there e
wax. When we wish to remember anything we have seen, or heard, or thought in our
own minds, we hold the wax to the perceptions or thoughts, and in that material
receive the impressioof them as from the seal of a ring. Whatever is so imprinted
we remember and know so long as the image remiaifgto, Theatetus, 1918 0

By the early 20th century, the metaphors which described learning as writing
or recording information into wax avn a tablet, had been replaced with models
about filing cabinets in which mind stores knowled@aitlining even briefly the
history oftheories of memory and learning from antiquity to the 21th century would
go well beyond the scope and aim of this wdsly. keepingin mind that numerous
versions of learning theory could be found in psychology and cognitive sciences, |
would like to focus on two neuroselectionist theories, sthese theories attempt to
integrate the cognitive and neural perspectives amleg, andseem to explain the
origins of specificity and variety.

In his theory of Neural Darwinism, Edelman (1987, 1989, 1993) claims that
the theory of group selection could be used to understand how neural reeanerk
shaped by experience. Edelman (1978) emphasizemttie human braiextremely
large numbers of unused connecti@me presenhot only in childhood, but through
adulthood as well. The unused connections offer possibilities for learning, however,
the author debates that merely genes or environment would be sufficient in itself to
govern the types and patterns of innumerable distinct neuronal connections. He also

maintains that selection should take place at the level of neuron populations rather
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than atthe level of a single synapse, since cognitive functions originate from the
connectivity of numerous neurons (1989). The Theory of Neuronal Group Selection
states that we learn throughout perceiving and interacting with a continuously
changing enviroment, and only those groups of neuronal connections are selected
that are functionally adaptive. Edelman assumes that selection takes place through
Hebbian mechanisms (see above activity dependent synaptic strengthening and
weakening), which mechanisms shaaptivating parallels with Darwinian natural
selection. According to his concept, perceptual experideees to reentrant
signalling between neurons establishing reciprocal connections within and between
different levels of nervous system. As Bdahd e s ¢ rRednteysanb®@ definedas
ongoing parallel signalling betweenseparateneuronalgroupsoccurring alongarge
numbers of ordered anatomical connectionsin a bidirectional and recursive
fashion. ( Edel mAsa,result 9faHe reptry, néwl propedties of the
network connectivity emerge, i.e. learning takes pldadelman formulated three
basic mechanisms of selection (1987).d@velopmental selectiortii) experimental
selection,(iii) re-entrant mapping. Dunig developmental selection, the anatomical
development of the neural network takes place where the physical process of cell
organization and connection establish tipeimary repertoir@ The experimental
selection is the modification of connection weigimntghe network via usage leading
to formation of interconnected maps and maintainingdseeondary repertoiéeRe
entrant mapping is the process of indirect selection of maps by other connected maps
(stimulation).

Another neuroselectionist model of learg was formulated by Jed?ierre
Changeuxand the foundation of his theory is the ideag@fsonancgbetween the

percept evoked by external stimuli and the interf@le-representatiorisof the
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organism (Changeux, 1985he prerepresentations sprout from the recombination
of pre-existing sets of neuronal groups, and are characterized with great diversity.
This selectionist model proposes that first the genesis of multiple and transitory pre
representations takes plaoghich is followed by the selection of thiadequaté
internal representation of the external word. The hypothesized resonance accounts
for the internal selection and the selectednegesentation will be stored. Later on,
Dehaene and Changeux (1989, 1p6lhimed that the preepresentations produced
by a neuronafgenerator of diversity and it is the release of rewards that modulates
the synaptic strength in the neuronal network. Thergpeesentations are selected by
positive reward signals that, fowing the classical Hebbian rule, tend to stabilize the
recent activation. Positive reward occurs as a consequence of successful interaction
with the environment of the organism. On the other hand, a negative reward, as
consequence of anrtebbian rule, Wi diminish the probability of the ongoing
activation. Unsuccessful interaction with the environment will destabilize the system
and lead to construction of new pepresentationsin their renewed theory of
learning,) By introducing théauto-evaluatio®loopdin their model the anticipation
of reward was taken into account by Dehaene and Changeux (B3Othe help of
this function, each action could be associated with increase or decrease in the
probability of the reward. This internal mode of slation accelerates learning and
equally importantly helps to avoid risky actions without trying them out in the
external world.

Neuroselectionist theories providdink betweenthe process of learning and
neuronal architectural changes as a consequence of learning. Models, based on these
concepts, demonstrate promising framework forstudying neuronal networks.

However, as Fernando and Szathmary (2010) pointed out, né&tlemaids nor
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Changeugs models could explain transmission of a favorable trait of one group to
nongroup material, which is a fundamental feature of natural selection and learning

as well.

[.1.2.Experiencel dependent plasticity and learning at the cédlilar level

The dominant conceptual model for actividgpendent synaptic plasticity is
the Hebbian synapse (Hebb, 1949), discussed above. By the discovery-tdriong
potentiation (LTP) and lonterm depression (LTD) the candidate mechanisms for
learnig and memory at the cellular level have been found (Bliss & Collingridge,
1993; Bliss & Lomo, 1973; Lynch & Baudry, 1984; Lynch et al., 1977). The
stimulation of NMDA (N-Methyl-D-aspartateyeceptors is essential in LTP, since
the increased calcium entering through the NMDA channel leads to phosphorylation
of AMPA (Alpha-Amino-3-Hydroxy-5-Methyl-4-Isoxazole Propionic  Acid)
receptors and insertion of more AMPA receptors into the postsynaygtiobrane
(Malinov & Malenka, 2002). The increase in the number and activity of AMPA
receptors induced by NMDA receptor stimulation leads to enhanced excitatory
response when the synapse is stimulated later. The enhanced activity of the NMDA
receptor channeomplex in the immature brain is thought to be responsible for the
intensified LTP at younger ages (eMg¢Donald & Johnston, 1990).

The following properties of LTP and LTD make them excellent candidates as
physical and biochemical substrates of leagnamd memory at the cellular level
(Schiller et al., 1998): (i) LTP and LTD occur almost universally in the CNS; (ii)
LTP can be induced fast and it persists after the stimulus disappears for several hours

or days, just like the formation of memory its€lif) LTP is input-specific.
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The correlation of learning with LTP and LTD should be found at the
behavioral level as well. In fact, studies have consistently reported improvements in
learning when LTP occurs and impairment in learning and disruption monye
consolidation when LTP is blocked in a variety of learning paradigms (see review by
Martin et al., 2000). Traditionally, LTD has been viewed as a counterpart for LTP, as
a mechanism reversing effect (Bear & Malenka, 1994). Later on, investigators have
identified a much broader role for LTD in formation of certain types of memories
(ManaharvVaughan & Braunewell, 1999), in preventing saturation of neural
networks (Dayan & Willshaw, 1991). Therefore, it appears that both LTP and LTD
are importantly linkedo maintenance of the normal functioning in nervous system
and memory formation.

Synaptic refinement and stabilization of neuronal circuits are equally
important mechanisms in activifependent learning and memory (Coltory,

2002; Sheng & Kim, 2002). &h types of processes involve stimulation of
neurotransmitters and other cell surface receptors, activation of intracellular
signaling cascades and gene transcription, along with synthesis of new proteins that

change the physical shape and number of ssemsee e.g., Johnston et al., 2001).
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I.1.3.Factors affecting plasticity

Neural plasticity is influenced by a number factors such as aging (Kramer et
al.,, 2004), psychoactive drugs (e.g., stimulants, THC; Robinson & Kolb, 2004),
gonadal hormones (Kol& Stewart, 1991), stress (Liston et al., 2006), neurotrophic
factors (e.g., NGF, FGE; Kolb et al., 1997), electrical stimulation (Teskey et al.,
2003), sleep (Karni et al., 1994). These factorght affect both the structural and

functional levels. Intie followings, the focus will be on aging and sleep.

[.1.3.1.Age and plasticity

It is generally believed that the nervous system is the most plastic during its
development.In humans, neurobiological development is a prolonged process
extending well into adolescence. Because of the elongated development, important
steps of the neurobiological development take place after middle childhood (for a
review see Spear, 2000). Theolonged maturational period allows a shift from
genetically determined cortical specification toward epigenetic control in brain
development (Cicchetti & Tucker, 1994). Allowing both the environment and the
experiencego have an impact on the functiorgecialization of the cerebral cortex
(Johnson, 1999).

During the course of development, the highly dynamic system of the human
brain undergoes numerous diverse phases from cell formation to the rapid growth
and subsequent elimination of unused synapsésré finally entering into a more
stable phase following puberty (e.g., Huttenlocher, 1984, 1990). During
development, neural systems become more and more stable, tending to reach an

optimal pattern of functioning, while plasticity becomes less pronountedever,
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plasticity never disappears from the adult human nervous system (Stiles, 2000). In
adulthood, during learning and memory formation, synaptic changes are similar to
that of childhood maturation (Kolb et al., 2011). However, Johnston (200835

review pointed out, there are qualitative differences between adult and child
plasticity, since during early years there are extra synaptic connections present in the
chil ddéds brain. This surplus of copnfnectdi
axonal and dendritic branching, while in older individuals changes are restricted to
more localized formation and activitke pendent rearrangement
(Johnston, 2003, p.107).

It is widely accepted that neuroplasticity is continuously changing during
aging (e.g., Heuninckxet al., 2008; Nigdampedro & NietedDiaz, 2005). Kleim and
Joneq2008)collected several factors likely contribute to the decline of plasticity in
normal agng, which are the followings: decreased experiethegendent synaptic
potentiation, reduced synaptogenesis, widespread neuronal and synaptic atrophy, and
physiological degradation. In additiomuttenlocherproposed (2002) that some
neural mechanisms forlpasti ci ty di sappear during
mechanism may be the functional specification of unspecified, labile synapses for the

construction of new neur onal circuits. o
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1.1.3.2.Sleep, learning and experienedependent plasticity

The idea, that sleep enhances plasticity and learning through reactivation of
the wakeactive neural networks, is a lorsganding concept in neuroscience. Several
studies reported reactivation in animals (e.g.,Wilson & McNaughton, 1994; Skaggs
& McNaughton, 1996), and increased metabolic activity and synchronization in
specific brain areas in humans as well (e.g., Maquet et alQ)2Mbre recently,
neuronal activation sequences have been found that were learned during the day in
fastforward offline replays during sleep (Euston et al., 2007; Sara, 2010). Replays
were observed in prefrontal cortex in transient episodes during slow wave sleep
(SWS). These sequences were compressed in tiidifBes faster) compared to the
average activity during behavior in the hippocampus (Euston et al., 2007). TFhis off
line replay might play a crucial role in consolidation of memories during sleep. As
Buhry et al. (2011) in their review emphasized, the offline replay and reactivation
clearly has the properties to drive LTP ( i.e. to contribute to plasticity), since it has
similar features to that odpiketiming-dependent plasticity and tetanic stimuli (a
high-frequency sequence of individustimulation, commonly used to induce leng
term potentiation).

Another hypothesis about the role of sleep in plasticity and learning was
formulated by Tononi and Cirelli (2003), and it emphasizes the homeostatic function
of sleep. They suggested that wakefulness is associated with synaptic potentiation in
several cortical circuits, while NREMénrapid eye movemepsleep is associated
with synaptic downscaling. Downscaling leads to an improved sigrabise ratio,
which can be accounted for thengycial effects of sleep on performance (Tononi &
Cirelli, 2006; Cirelli & Tononi, 2008). Vyazovskiy et al. (2008) reported that the

level of GIuR1 (Glutamate receptor 1) subunit containing AMPA receptors during
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wakefulness i®levated, while during sleep it is decreased, indicating potentiation of
synaptic transmission during wakefulness, followed by depotentiation during sleep.
The authors suggested that these results are in line with the synaptic homeostasis
hypothesis.

The connection between plasticity related gene expression and sleep also has
been studied in the last decades. Huber et al. (2007) studied the relationship between
explorationrich wakefulness and cortical expression of plasticifiated genes and
slow waveactivity (SWA) during a subsequent night of sleep in rats. They found,
that the level of exploratory behavior during waking had a strong connection with the
SWA response during sleep. Furthermore, they reported that high level of induction
of brainderivedneurotrophic factor (BDNF) in the cerebral cortex during waking
resulted in strong SWA response during sleep. This indicates a link between sleep
slow wave activity, experienegependent neural activity and synaptic plasticity.

Ribeiro and colleagues (29) found that exposure to an enriched
environment resulted in u@gulation of zif268 (zinc finger protein 225, also known
as nerve growth facteanduced protein A) during REM (rapid eye movement) sleep
in rats, suggesting that brain gene expressiomguREM sleep depends on previous
waking experience. In a further experiment, the same research group induced
hippocampal longerm potentiation in awake animals, which led to increase?G8f
expression following REM sleep in extrahippocampal areas ssclanaygdala,
entorhinal, auditory, somatosensory and motor cerebral cortices. It has been
suggested that REM sleep Aconsti-divehes a pr
cortical activation, which may play an instructive role in the communication of
memoryt r aces from the hippocampus to the cer

10914).
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I.1.4.Disorders of plasticity

As we emphasized above, neuronal plasticity is essential not only for normal
brain development, but also later on for maintaining and shaping the established
neuronal networks. In case of injured plasticity mechanisms, the neuronal system
may become abnomily reactive to environmental inputs or, on the contrary, less
responsive to experiencAbnormal neuronal plasticity is a central characteristic in
neurodevelopmental disorders (NDDs). NDDs involve impairment in the growth and
development of the centrakrvous system and refer to a variety of disorders of brain
functions which can affect social behavior, emotions, learning ability and memory.
Neurodevelopmental disorders can be distinguished by genetic (e.g., FragileX, Down
Syndrome.) and environmentauses (e.g., lead poisoning, nutritional deficiencies,
infections.), the nature and site of dysfunction (e.g., metabolic disorder, immune
disorder), and by the time course of cognitive and behavioral deficits during
development (pre pert or postnatal).

Here | will focus on NDDs with a known genetic basis causing abnormalities
in the central nervous system. These disorders are easy to characterize by animal
models, well defined in terms of mechanisms, and very promising in terms of the
better understandgnof neural plasticity.

The majority of neurodevelopmental disorders are caused by genetic
abnormalities that may be classified into several categories, such as chromosomal
disorders, single gene disordeaad polygenic disorderéTagerFlusberg, 2005).
Chromosomal disorders are characterized by lacking or duplicating either entire
chromosomes (e.g., Down syndrome, Turner syndrome), or segments of a
chromosome (e.g., Williams Syndrome, Pradéli syndrome). Single gene

disorders formulate a further catey, in which impairments are caused by a single
22



gene mutation (e.g.phenylketonuria, fragilX syndrome). A third group of
disorders is referred to as polygenic or complex subgroups of NDDs, since they are
assumed to be caused by several interactingsg@eng., Autism Spectrum Disorder).

One of the most common problems in NDDs is the imbalances between
excitatory and inhibitory networks (Wetmor & Gardner, 2010, Chattopadhyaya &
Cristo, 2012). Cc. 2B0% of all cortical neurons are inhibitory neurons or
interneurons, which predominantly utilize gamamainobutyric acid (GABA) as a
neurotransmitter. GABAergic interneurons have a crucial role in brain development
and in controlling adult plasticity. Lehmann et al. (2012) list several mechanisms
where inhibiory interneurons contribute to normal functioning, such as cell
migration and differentiation, timing the onset of critical period, generation of
temporal synchrony and oscillation among networks of excitatory neurons, as well as
experience dependent refiment of neuronal connections.n line with this,
Wetmore and Gawer (2010) highlighted that the imbalance between excitatory and
inhibitory networks is crucial in several neurodevelopmental disordengitory
networks abnormally dominate in Down syothe, Rett Syndrome and
neurofibromatosis type I, while overexcitation occurs in Fragile X Syndrante
Tuberous sclerosis.

Abnormal translation of proteins near synapses is another common cause of
dysfunction in NDDs (AlvesSampaio & Montesinos, 200&Vetmor & Garner,
2010). Alteration in translation can lead to abnormal cell proliferation, irregular
dendritic arborisation and spine numbers, and impaired synaptic plasticity as well
(Alves-Sampaio & Montesinos, 2007). Fragile X mental retardation pr@eMRP),
coded by the human gene FMR1, normally inhibits the translation of mRNA

(messenger Ribonucleid acid). In mouse models of fragile X Syndrome, reduced
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fragile X mental retardation protein (FMRP) function causes extreme translation
responsible for aiormally enhanced plasticity (Oostra & Willemsen, 2009).
Similarly, altered protein translation was found in other neurodevelopmental
disorders such as Rett Syndrome, tuberous sclerosis and in neurofibromatosis type 1
(Wetmor & Ganer, 2010).

Impaired communication between the synapse and the nucleus (such as
calcium signaling) also could lead to cognitive deficits in NDDs (Cohen &
Geenberg, 2008). Normal and effective signaling is essential not only for maturation
of the nervous system, but also indisgalefor experiencedependent plasticity.
Genetical mutations that affect components of signaling networks have been
identified in Timothy syndrome, in Coffthowry syndrome, in Rubensteifaybi
syndrome and Rett syndrome (Cohen & Geenberg, 2008).

In spite of the enormous effort in the last decades, which lead to discoveries
about the molecular, genetic and neurophysiological mechanisms, many unanswered
guestions remained about the underlying factors of impaired plasticity in NDDs. It
should be emphasizetiat most of the results are based on mouse models, which
gives strong limitations to the interpretations of the data. Besides the obvious
differences in the complexity of the human and mouse central nervous systems, it
should be noted that the effect epigenetic factors in humans is much more

profound than in inbred laboratory animals.

Finally, with respect to impaired plasticity in NDDs, a last notion should not
to be missed: sleep disturbances are extremely common in NNDs, the reported
prevalence r@s ranging from 13% to 86% (e.g., Didden & Sigafoos, 2001; Harvey
& Kennedy, 2002). For example, in Down syndrome obstructive sleep apnea or

sleepdisordered breathing were found to be present between 45 and 100% of the
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cases (Marcus et al., 1991; De Majiez et al., 2003Dyken et al., 2003). Young
et al. (2007) reported as high as 80 % prevalence of sleep disorders in Rett syndrome
(e.g., nighttime laughter, nightime seizures). In fragile X syndrome 32% of the
population was reported to have slggpblems (Kronk et al., 2010). Since sleep is
proved to be essential to learning and to encode-fermy memories throughout life
(e.g., Karni et al., 1994; Walker et al., 2002) a link between sleep problems and
learning disabilities in NDDs might be presad. Correspondingly, significant
negative relationship between disturbed sleep and attention, learning, behavior and
academic functioning in childhood has been reported (e.g., Blunden & Beebe, 2006;
Bourke et al, 2011), leading to the suggestion thatepslgroblems in
neurodevelopmental disorders potentially play an important role in cognitive deficits
and learning difficulties in this population.

The impaired plasticity and sleep with respect to Williams syndrome will be

discussed in chapter 1.3., segialy from the above coveredDs.
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I.2. Visual Perceptual Learning

In addition to research efforts at the molecular and cellular levels, developing
a tool to investigate the factors underlying impaired plasticity and learning abilities
in NDDs at the behavioral level would albe advantageoudVhat factors influence
plasticity and learning capacity in NDDs? Furthermore, what are the sources of large
individual differences in NDD populations? These and similar questions are
especially important from the clinical andusdtional points of view, and might
contribute to successful rehabilitation in NDDs.

Perceptual learning paradigms have the potential to become useful tools to
study plasticity in the human central nervous system since they might provide a
possibility to ®nnect cortical plasticity, perception and behavior. The phenomenon
of perceptual learning has been extensively studied, and it has -@stadlished
neuronal background offering the opportunity for controlled and specified
investigations. Moreover, thepglication of perceptual learning tasks might be
considered a particularly appropriate way of investigating learning abilities in
atypically developing groups as it aims learning at a low cognitive level requiring

low cognitive load.

[.2.1. Perceptuallearning 1 general mechanisms and characteristics

The conceptualization of procedural memory was indicated by
neuropsychological studies reporting patients with hippocampal amnesia and spared
ability to learn new skills (Cohen & Squire, 1980). Procedlgalning refers to

gradual acquisition of skills over several sessions of practice or following prior
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exposure to stimuli. In the procedural domain of learning and memory, motor and
perceptual skill learning are traditionally distinguished, however tivesestibtypes

of learning share several common attributes. Paz and colleagues (2004) suggested
similar principles of neural coding and computation in both domains concluding that
sensory and motor learning are determined and directedhégges in neuronal
tuning functions in low cortical areas (such as primary visual, auditory,
somatosensory and motor cortice§ensor et al. (2012) have summarized the
analogies between perceptual and motor learning lately in a comprehensive review.
They highlighted that Jithe two types of learning go through similar stages of initial
fast acquisition and slower between session learning and memory stabijiggtion

spite of the high specificity of learning reported earlier, evidence for generalization
was shown late in both domains(iii) sleep plays a pivotal role in both forms of
learning due to several suspected mechanisms suphoawting LTP and LTD,
preventing neural network saturation, and reactivating neural cir¢ivjsthere is
evidence for the inmlvement of higheorder brain areas in learning especially in the
initial phase of learning and in generalization. This chapter will discuss these
phenomena of procedural learning with respect to its perceptual form, concentrating
on the visual domain.

The observation that performance in perceptual tasks can improve with
practice has been reported in several modalities for a wide variety of perceptual
tasks. Performance enhancement was registered in very simple sensory
discriminations, such asctile fequency and pattern discrimination (Recanzone et
al., 1992; Spengler et al.,, 1997; Nagarajan et al., 1998), visual temtigntation
and motion discrimination (Karni & Sagi, 1991; Schoups et al., 1995; Ball &

Sekuler, 1987), auditory pitch discriminani (Recanzone et al., 1993) and odor
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discrimination (Stevenson, 2001; Wilson and Stevenson, 2003). These improvements
in perceptual tasks following repeated exposure to sensory experienesesred to
as perceptual learning.

Perceptual memory formatiogoes through various stages. Fast learning
takes place in the early phase of learning when individuals start to practice in a new
task, and it leads to initial encoding or acquisition of memory (Karni & Sagi, 1993).
This rapid performance improvement mighccur even within the first period of
exposure to the stimuli, and instead of involving structural and functahaadgesit
seems to be an effect of familiarity with the task (KarnS&gi, 1993). After this
rapid initial phase, performance enhancement slows down, and usually takes place
between the practice sessions without any exposure to the stimuli. This phase
involves sleepdependent mechanisms and relies on structural and foatttbanges
(see later). At this stage, memory consolidation takes place resulting in more stable
memories, whichbecome resistant against other interfering stimuli and decay (i.e.
forgetting).

The typical features of perceptual learning aenerally thought to be
different from the features of other forms of learning. First, the timescale within
which perceptual learning emerges is highly variable among tasks. For example,
Poggio and colleagues (1992) reported learning within several hditdaés in a
vernier acuity task, while in another study, orientation discrimination learning
occurred over weeks (Schoups et al.,, 1995). Another characteristic feature of
perceptual learning is its high specificity to the properties of the trained ssrand
task. Learning was shown not to transfer within different stimulus types (e.g., it was
orientation specific inFioretini &, Berardi 1980; Schoups et al., 1995), retinal

locations or parts of the visual field (Karni& Sagi, 1991juS& Pashler, 1992) or
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tasks (e.g., from vernier acuity task to orientation discrimination, Crist et al., 1997).
However, this higHevel specificity seerato be challenged in more recent studies
(see laterin the next subchapterfurthermore, in perceptual learning, unlike in
many other forms of learning, feedback is not required for performance enhancement
(e.g., Karni& Sagi, 1991; Fahle & Edelman, 1993). Taken together, these above
described features of perceptual learning led the conclusion that neural
mechanisms underlying perceptual learning are at relatively early stages of sensory
processing (Gilbert, 1994). Howevéhe extent of specificity in perceptual learning

has been reconsidered recently. The level of specifititgarning was suggested to
depend on the difficulty of the trained conditions, and was found to be the highest for
very difficult tasks (Ahissar and Hochstein, 1997). Evidence was found for global
components and generalization in perceptual learningiestufe.g. Ahissar &
Hochstein, 1997; Censor & Sagi, 2009; Jeter, et al., 2009). These findings, along
with experimental data with respect to the role of attention and feedback from higher
cortical areas (see later in 1.2.2.2.) are commonly interpretedidenee for the role

of higher cortical areas in perceptual learning.

Finally, a common feature of perceptual learning across modalities is its
sleepdependent nature. The role of sleep in learning has been shown in several
modalities, such ashithe visual (e.g., Karni et al., 1994; Stickgold et al., 2000
auditory (e.g., Gaab et al., 2004; Fenn et al., 2003) and somatosensory domains (e.g.,

Kattler et al., 1994; Bergmann et al., 2008).
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[.2.2. Visual perceptual learning

Visual perceptualearning (VPL) has been studied in different visual tasks,
including paradigms involving the discrimination of textures (Karni and Sagi, 1991;
Schoupst al.,199%), detection of motion direction (Ball &ekuler, 1987), spatial
phase discrimination (Fiorentini & Berardi, 1981), stereoscopic vision
(Ramachandran & Braddick, 1973), hyperacuity (Pogeioal., 1992; Fahle &
Edelman, 1993; Fahle, 1994), orientation discrimination (Shiu & Pashler, 1992;
Schoup et al, 1995) and object recognition (Furmanski & Engel, 2000).

The level of processing at which perceptual learning takes plastllig
subject ofdebate. The twanost important factorsonsideed asdndicator® of the
cortical level of learning are (i) specificity vs. ngpecificity of learning (i.e.
transfer) and (ii) attention free vs. attention dependent manner of learning. High level
stimulus specificity suggests that learning takes pleitden low level cortical areas,
since in these areaseurons are selective for basic stimulus properties (see e.g.,
Karni & Sagi, 1991). On the other hand, transfer of learning to other tasks woul
imply that higher central cognitive processes are involved beyond locdelel
visual processes (see e.g., Xiao et al., 2008). As for attention, perceptual performance
enhancement for unattended stimuli would suggest that perceptual learning occurs
without the contribution of highdevel central processes (see e.g., Seitz &
Watanabee, 2003). On the other hand, the involvement of attentional processes in
learning points to a crucial role for higher brain areas in controlling changes at early
visual praessing levels, or in reading out information from early cortical inputs (see
e.g. Ahissar & Hochstein, 1993; Petrov et al., 200%}he followings, evidencand

theorieswith respect tdow-level vs. highedevel learning will be discussed.
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[.2.2.1.Evidencdor early corticalplasticity in perceptual learning

Early behavioral studies found v3al perceptual learning to be specific for
retinal location (e.g., Karni & Sagi, 1991; Shiu & Pashler, 1992; Schetad.,

199%), for stimulusorientation(e.g. Fiorentini & Berardi, 1980; Poggio et al., 1992)
and for the trained eye (e.g., Fahle, 1994) leading to the assumptions that learning
occurs at lowlevel cortical areas.

In an electrophysiological study in monkeys, Li et al. (2008) found practice
induced changes in V1, but these changes disappeared when animals were
anesthetized leading to the assumption that they resulted froootap attentional
influence Similarly, in a satdy by Hua et al. (2010), training largely improved
perceptual contrast sensitivity of V1 neurons in cats; however, the animals were
anesthetized in this study as well. After these controversial results, Adab and Vogels
(2011) demonstrated that learninguttb result in robust plasticity in visual
representation areas. In their recent study, they showed that the orientation signals in
macaque cortical area changed as a result of practicing in coarse orientation
discrimination. Learning effects were most rebwhen the trained orientation was
close to the preferred orientation of the cell, and more importantly, leaminged
plasticity was specific to the orientation of the trained stimuli. Furthermore, this
study showed that learning did not occur asféaceof attentional processes, since it
was present outside the context of the training task as well implicating that learning
was free from toglown attentional modulation.

Learningdependent brain activity was measurby electrophysiological
mettods in human visual event related potentials studies providing evidence for
changes in V1 electroencephalograpffEEG) responses as a consequence of

learning (e.g. Skrandies & Fahle, 1994; Pourtois et al., 2008). Pourtois et al. (2008)
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reported that pergtual learning in a texture discrimination task modulated early
visual responses, starting at 40 ms after stimulus onset. Since earlier studies
suggested that tegown influence arises in V1 after 100 ms, the conclusion is that
the observed early influenge related to local changes in V1, induced by learning.
Similarly, in an eventelated potential study applying sim&ave gratings, Bao et al.
(2010) found that perceptual learning could increase early visual area response
through local receptive field amges.

Several human imaging studies revealed learning induced changes in specific
brain areas. In a 3D positron emission tomography studyilts and colleagues
(1999) compared cerebral activation before and after training in an orientation
discrimination task, and found changed activation patterns in the striate and
extrastriate visual cortices. In functional magnetic resonance imaging (fMRI),
neuronal correlates of perceptual learning were studied by mapping brain areas in
which the activity level charegs as a result of learning. Applying a glebabtion
direction discrimination task, Vaina et al (1998) showed activation increment in MT
(medial temporal area), which was interpreted as a result of learmdnged cortical
recruitment. After monocular tr@ng in the texture discrimination task, Schwartz
and colleagues (2002) found stronger activation in V1 for the trained eye as
compared with the untrained eye. Similarly, several other human imaging studies
reported changes in the activation of the prymasual cortex after training, e.g., in a
contrast detection task (Furmanski et al., 2004) and in a curvature discrimination task
(Maertens & Pollmann, 2005); after practicing in a shape identification task,
activation changes were found in the late&ipital complex as well (Sigman et al.,

2005).
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In a series of experiments, Watanabe and his colleagiatafabeet al.,
2001, 2002 Seitz and Watanabe,2003 demonstrated that learning occurs for
stimulus features even when those are presented iadkef awareness or focused
attention. Temporal pairing between the presentation of aitedkvant motion
stimulus and a tastarget led to performance enhancement in motion discrimination
demonstrating the phenomenon of task irrelevant perceptuahiigar(TIPL).
Furthermore, TIPL studies found specific learning for dewel visual features such
as local motion direction (Watanabe et al.,, 2002), orientation and retinal location
(Nishina et al., 2007), eye of exposure (Seitz et al., 2009) and coptiasty of
motion stimuli (Pilly et al., 2010). Moreover, in a TIPL psychophysical and fMRI
experiment on motion direction discrimination, Tsushina et al. (2006) found
activation in MT+ in those conditions that promote TIPL, while LPFC (lateral
prefrontal cortex) remained inactive. Since LPFC is known to subserve|bigt
functions such as cognitive inhibitory control and decision making, authors
suggested that TIPL does not involve higher cognitive functions. However, Seitz and
Watanabe (2003) also engsized that a global reward, triggered by successful task
relevant performance, is necessary for tasdevant perceptual learning. Seitz and
Watanabe (2005) suggested that tmsilevant stimuli benefit from the learning
signals that are released due grocessing of taskelevant stimuli. Sasaki et al.
(2010) suggested that it is the reward signal, rather than visual attention, that

reinforces learning both in tasklevant and taskrelevant learning.

[.2.2.2. Evidencdor the contribution of highrecortical areas to perceptual learning

Parallel with the concepts of lelevel learning in perceptual tasks, theories

and models were raised about involvement of higher cortical processes in perceptual
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learning. These theories emphasized that learniy @rise from changes in
connections between the sensory territories and decision units that are located at
higher cortical levels (see e.g., Mollon and Danilova, 1996). Similarly, Dosher and
Lu (1998) proposed that the improved readout from sensory tsialestages could
be accounted for enhanced performance in perceptual tasks. This research group
described perceptual learning é&elective reweightingy where perceptual learning
reflects plasticity in the relative activity of different basic visualrotes, which give
input to higher cortical areas being responsible for abstract representations (Petrov et
al ., 2005) . As Dosher and L u (2004, p. 47
reweighting has the additional advantage that early visual represeatatie left
unchanged, so that perceptual learning of one task need not impact on another task

. 0. This theory coul da Gisoniahoway sikteit ed as
suggests thahe observer learns to discriminate better within the activation patterns
of low-level networks.

Animal neurophysiological studieshat showed the lack of substantial
alterations in early visual cortices with training or practice, could be assumed as
indired evidencdor the substantial role for higher cortical areas in VPL. Schoups et
al. (2001) have shown a modest effect of practice in the orientation discrimination
task in terms of the characteristics of orientation tuning of individual V1 neurons in
morkeys, which could not be accounted for the large behavioral enhancement. On
the other hand, Ghose and colleagues (2002) reported no significant effect of training
in monkey$ V1 and V2, and concluded that observed neuronal changes are
insufficient to explan the improvement in behavior. Similarly, @motion direction
discrimination task, practice did not result in changes of neuronal responses in MT

(Law & Gold, 2008).
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Furthermore, the most prominent feature of perceptual learning, its high level
of specficity (i.e. lack of generalization) seemo be challenged by more recent
human behavioral studieguestioninghe concept of low cortical level learning. By
applying a double training method, Xiao et al. (2008) showed complete transfer of
perceptual learning to new retinal location. Doutoégning paradigm is a new
method to address perceptual learning; it eyplstandard feature training at one
location, and additional training with an irrelevant feature/task at a second location,
either simultaneously or at different time. In the study by Xiao et al. (2008),
additional location training enabled a complet@nsfer of feature learning to the
second location, furthermore double training often produced as much learning as
single training. In their very recent work, Harris and colleagues (2012) demonstrated
that location specificity in standard texture discrintima paradigm (see e,g<arni
& Sagi, 1991) occurs as a result of sensory adaptation. When they interleaved so
called @ummyb trials (taskirrelevant trials containing texture oriented-4+5 A
relative to the targé orientation) between target trialsreanove adaption, complete
generalization of perceptual learning was found to a new location (while transfer was
not present e. g. in case of dummy trials
target, since this type of stimulus did not diminish ad&ptat Harris et al. suggested
that spatial invariance depends on the level of adaptation, since adaptation induces
local plasticity in neuronal networks, whereas unadapteddo@l networks produce
spaceinvariant responses. By avoiding adaptation dutimg course of perceptual
learning, it becomes possible for learning to generalize from one location to another,
while adaptation during training leads to the failure of this transfer of learning.

Yotsumoto and collagues (2008) reported changes in the pattern of brain

activation in V1 over the time course of perceptual learning: the initial increased
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activation in the supegion of the human V1 for the trained location disappeared,

while the performnce enhancement was maintained. The authors suggested that

these findings might be explained by synaptic downscaling (Censor et al., 2006;
Tononi and Cirelli, 2003) since results a
strength or number of synaptiormections increases in the local network during the

initial period. After performance saturation, high performance is maintained by
small er number of synapses that survive o0\
et al., 2008, p.7).

The involvement of tiention in perceptual learning has been demonstrated by
several psychophysical studies. For examf@leiu and Pashler (1992pund that
subjects do not improve if their attention is directed to the brightness feature of the
stimulus in an orientation discrimination task. Similarly, learning on orientation of
local elements did not generalized for the orientation of the global shape (Ahissar
and Hochstein, 1993), and learning to detect a target within a horizontally or
vertically elongated array did not transfer to the-attended feature of the array (the
orientation of the array)Hochstein and Ahissar, 2002phissar and Hochstein
(1997) systematically examined the effect of task difficulty on the specificity of
learning, and found that the level of specificity in learningesheled on the difficulty
of the trained conditions. In the easy condition they found learning transfer, which
led them to the conclusion that the task was performed and learned at high cortical
levels, while the lack of learning transfer in the difficulbhddion was interpreted to
indicate that learning took place at low cortical levels. Ahissar and Hochstein (1997,
2004) postulatedthe reverse hierarchy theory of visual percaptlearning
suggesting that learning begins at highiel areas of the visual system (highvel

cortical representations are ecologically meaningful), and when these are not
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sufficient (e.g. because of poor sigi@noise ratio ), there is a gradwsadcess to the

more informative input levels with better sigrainoise ratio. In this theory,
learning is thought to be attention driven, since attention chooses the relevant
neuronal population by increasing its functional weight, so in this conceptjriga

is considered as a tefown process. In line with this, Waing et al. (2011)
proposed, the interactions between early brain processing areas (such as V1) and
higher order brain regions may contribute to perceptual learning by engaging
attentional rechanisms that enhance the perception of hole objects using Gestalt

grouping cues.

The evidencge discussed above, are quite controversial: some show that
perceptual learning originates in enhancement of early sensory representations (see
e.g., Adab &Vogels, 2011), others demonstrate that performance improvement is a
result of the contribution of higher cortical areas in visual processing (through
selective reweighting of connections from the sensory representations to specific
responses, Dosher & |.2004), while there are theories which enumerate both high
and low cognitive levels as important factors in learning (e.g., Ahissar & Hochstein,
2004). The questions, what is learnt during perceptual learning and at what cortical
level the changes are mégsted, are still open. It is likely, that both ldevel and
higherlevel cortical areas contribute to perceptual learnang,therelevantquestion

might be related tbow do these areas work togethreteaming.
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1.2.2.3.The role of sleep in visual perceptual learning

A large body of evidence supports the involvement of sleep dependent
mechanisms in visual perceptual learning. The role of sleep has been studied
extensively in the texture discrimination paradigm. Behavioral studies demonstrated
that improvement in a pegptual tasks was significant only after a night of sleep
(e.g., Karni et al., 1994; Stickgold et al., 2000b), while equivalent time of awake did
not lead to performance improvement.

In a polisomnographic study, Karni et al. (1994) demonstrated that
perfomance on this task improved after a normal night's sleep and showed that
selective disruption of REM, but not NREM sleep, results in a loss of this
performance gain. Karni and colleagues suggested that REM sleep might contribute
to offline improvements tlmugh modulation of cholinergic neurotransmission. Using
the same perceptual task, Gais and colleagues (2000) reported evidence for the role
of both NREM and REM sleep in perceptual learning. In their study, subjects were
selectively deprived of early sleé¢pormally dominated by NREM slowave sleep)
or latenight sleep (normally dominated by REM and NREM 2). They concluded that
NREM slow wave sleep initiated consolidation enhancements, while REM sleep
supported additional improvement. In a further studyperceptual learning in the
texture discrimination task, Stickgold et al. (2000a) found positive correlation
between sleegependent improvements and the amount of slow wave sleep early in
the night, as well as the amount of REM sleep late in the niglgedBan these
findings, Stickgold and colleagues proposed a -step process of memory
consolidation, which requires the sequential contribution of NREM and REM stages.
Furthermore, in an additional study (Stickgold et al., 2000é&y found that less than

6 hours of sleep after training did not lead to significant overnight learning, however,
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a total first night sleep deprivation resulted in the lack of steggendent
improvement even after two subsequent recovery nights of sleep. To investigate
further he role of sleep in perceptual learning, Aeschbach and his colleagues (2008)
applied an acoustic slewave suppression paradigm to reduce slow wave activity in
NREM, and found that texture discrimination performance improved after sleep in
the control grop, but not in the suppression group. Furthermore, they found a
correlation between power density in NREM slow wave sleep activity and the
amount of behavioral improvement in the task. These findings strengthened the
earlier results showing that slow wawetigity is an important determinant of sleep
dependent gains in perceptual performance.

Mednick et al. (2003) reported that sledgpendent learning in a texture
discrimination task can be elicited not only by night sleep, but also by a brie3@60
min) daytime nap containing both slemave sleep and rapid eye movement sleep.
They found that improvement could not be achieved when only slow wave sleep is
present during the nap. However, a short nap containing only slow wave sleep was
useful in preventing grformance deterioration that otherwise emerges with repeated
task performance during a day of training (Mednick et al., 2002) or within a training
session (Mednick et al, 2005).

Applying the texturediscrimination task in a behavioral study, Censor et al.
(2006) showed that the intensity of the training, i.e., the number of trials within a
training session affects its dependency on sleep. A relatively small number of trials
(225) produced equal learning effects with and without sleep (daytime
improvement),whereas learning with an increased number of trials (400) was not
significant during daytime, learning occurred only after a night of sleep. A further

increase in the number of trials (800) blocked learning regardless of presence or
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absence of sleep (Cemset al.,, 2006). This suggests that short training resulted in
efficiently consolidated learning, and saturation of the network can be avoided by
decreasing the number of trials in perceptual tasks. On the other hand, in case of
extremely high number ofials, deterioration of performance might happen due to
over-learning, and an ovesxposure to the stimuli may invade consolidation. These
findings imply that sleep plays a protecting role against interference and over
training (by normalizing synaptic wghts to avoid local saturation, without which
further training may cause interference), and in strengthening memory
(enhancement). Censor et al. (2006) assumed that normalization is carried out during

slow wave sleep stages and that enhancement is cauti@&lthe REM stage.

4C



[.2.3. Contour integration and visual perceptual learning

The ability of the visual system to link local, fragmented image features into
global, complex forms has been investigated extensively in contour integration (CI)
tasks(sekovsg8§cs & Jul esz, 1993, Field et al ., ]
contours formed by oriented, disconnected elements, which are embedded in random
noi se. To measure the visual systemds sens:¢
two types ofmanipulations are typically introduced in contour integration tasks. In
one form of the task, the relative density of noise elements is varied. In this type of
Cl tasks, the detection of the contour becomes more difficult at higher noise density
levels. h another form of the CI task, the contour elements are jittered from the
original path of the contour, while the density is kept constant. Increased orientation
jitter results in a higher difficulty level of the task. Contour integration tasks may
also enploy open or close contours &mrget stimuli. In a series of experiments,
Kovg8§cs and Jul esz (1993) found that t he
elements for detecting closed contours is higher than that for open contours, implying
that closed contouiae more salient than open contours.

In contour integration tasks, where a contour composetbiihear Gabor
elements embedded in a complex background noise of randomly oriented and
positioned Gabor elements, the noise forces the observer rtg oat local
measurements at the scale of the individual Gabor signals to acquire orientation
i nformation (Kovsgcs & Jul esz, r&n@es ; He s ¢
orientation correlations along the path of the contour could only be detected by the
integration of local orientation measurements, and observers have to rely exclusively
onlongr ange interactions between | ocal yl te

Considering these features of the contour integration tasks, it can be concluded that
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these 8muli are appropriate to examine longnge interactions subserving spatial
integration and perceptual organization in V1.

At the neuronal level, visual contour integration involves spatial integration
and it is mediated by activity within the lomgnge horizontal connections of
orientation selective neurons in the primary visual cortex (e.g., Kovacs & Julesz,
1993; Angelucci et al., 2002; Chisum & Fitzpatrick, 2004). Cortical pyramidal cells
have axonal arbors that extend for distances up to 8 mm paxaltbe cortical
surface, and connect neurons with similar orientation preference with non
overlapping receptive fields (Gilbert & Wiesel, 1979; Rockland & Lund, 1982;
Gilbert & Wiesel, 1983). These lorrgnge horizontal connections enable neurons to
colle c t and integrate information over rel a
considerably larger than a receptive field size of an orientation selective neuron.

Several studies examining the role of feedback connections in contour
integration suggestedhdt feedback connections might also contribute by mediating
top-downi n p u el & &t al.,, 2006, 2008). However, Giersch and colleagues
(2000) studied a visual agnosic patient with intact V1, and severely damaged
occipital areas beyond V1, whehowed normal contour integration performance.
This indicates the sufficiency of V1 in mediating contour integration. The existence
of shape dependent contextual processes w
Julesz, 1994; Mathes & Fahle, 2007), andraeal correlates were explored in the
visual cortex with imaging techniques in monkeys (Kinoshita et al., 2009; Kourtzi et
al., 2003) and in humans as well (Altmann et al., 2003). Li et al. (2006) reported
correlation between the responses of neuronsliraNd the perceptual saliency of
contours, which neurophysiological finding supports the concept, that V1 has a

cardinal role in contour integration.
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Kovacs et al. (1999) found significant performance improvement in children
between 5 and 14 years in thét@sk, suggesting an unexpectedly late development
of contour integration abilities in humans. These results are in line with the
neuroanatomical finding that the development of horizontal connections in layer
[I/111 of the human primary visual cortex esttds well into childhood (Burkhalter et
al., 1993). Perceptual learning in Cl is specific to stimulus features, such as
orientation and color (Kovacs et al., 1999), and this high level of specificity
strengthens the concept that the process involvesdgmdent changes in
connectivity within the orientation selective neuronal network in the primary visual
cortex. We have examined the role of sleep in perceptual learning in contour
integration, and found that sleep is not crucial for performance improvaéméme
early phase of learning, while after this initial fast learning phase, there seems to be a

sleepdependent one (Gerv8§n & Kov8cs, 2010).
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1.3. Williams syndrome

Among NDDs, | have been extensively studying Williams syndrome (WS).
The neuroanatomy and neurophysiology of the WS brain, and the genetic basis of the
syndrome iswell explored. Moreover, the mild to moderate level of mental
retardation in thigpopulation, their highly sociable nature and the pediserved
language skills make them an ideal population to work with, since communication
barriers, task engagement difficulties or problems with the understanding of
instruction rarely occur. The folNang chapter will discuss the cognitive profile,

neuroanatomy, genetics and sleep disorders in Williams syndrome.

[.3.1.0verview of Williams syndrome

Williams syndrome (also calledWilliamsi Beuren syndrome is a
neurodevelopmental disorder caused by a hemizygous microdeletion of-86. 20
genes on chromosome 7g11.23, that includes the elastin (ELN) gene (Ewart et al.,
1993). Based on the findings that more than 98% of individuals with WS have
deletions of lhe elastin gene (Lowery et al., 1995; Mari et al., 1995), a FISH test
(fluorescent in situ hybridization) was developed to probe for the ELN deletion and
supply a reliable genetic test for WS (Lowery et al., 1995). The prevalence of WS is
estimatedl per 7500-20,000 live births (Morris et al., 1988;t r R stm@le 2002),
and it is equally prevalent in both sexes and present in all populations throughout the
world (Morris et al., 188). WS individuals tend to have distinct facial characteristic,
so called 'elfin’' face profile with flat and upturned nose, full lips, wide mouth, heavy
orbital ridges (Morris & Mervis, 2000). Growth retardation, short figure, hoarse

voice and cardiovasculabnormalities (e.g. supravalvular aortic stenosis) are also
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found to be common and prominent features of WS (Morris et al., 1988). During
infancy, eating and feeding problems are frequent in this population (Martin et al.,
1984), causing vomiting and iraibility, leading to failure to thrive. Hyperopia
(vertical strabismus) and esotropia (inward strabismus) were found in 78 percent of
cases (Kapp et al., 1995) implying thatular problems are general too. An
interesting feature of WS is auditory ggracusis, an abnormal sensitivity to certain
sounds (van Borsel et al., 1997).

Personality characteristics include mewocial anxiety, hyperactivity and a
tendency to be friendly and sociable towards adults (Bellugi et al., 1999a). Studies
usually found &rge individual differences in the WS population, which is reflected in
the fact that some adults with WS are able to live independently or- semi
independently, whereas others require significant support (Udwin, 1990).

Increasing knowledge about the neuragmy, neurophysiology and genetic
basis of WS makes itery promising in terms of genotyphenotype correlations
(e.g. Bellugi et al., 1999 MeyerLindnberg et al., 2006), and WS has definitely

been in the focus of neurodevopmental research durentash decades.

[.3.2.Cognitive characteristics

Approximately 95% of WS individuals have mild to moderate learning
disabilities and the mean IQ is around the #@$ to low 60s range (Udwin et al.,
1987, Bellugi et al., 2000, Mervis et al., 1999; Asgon et al., 2003). WS individuals
generally have intriguing cognitive profiles associated with poor vspatial
abilities compared to fairly intact language skills and facial recognition (Bellugi et
al., 1999b,c). Due to these dissociations, the cognpivenotype of WS became the

target of dissociative developmental theories as a particularly interesting potential
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evidence for innately specified cognitive modul€ke idea, that selectively spared
language could justify claims about cognitive modulantgas first introduced by
Bellugi and her colleagues in 1988. Furthermore, based on early findings in WS
language processing and production, language was claimed to be autonomous of
other cognitive processes by Pinker as well (Pinker 1991, 1999 in Thorahsiet

press). Moreover, Pinker declared that WS together with Specific Language Disorder
show a double dissociation for language vs.-werbal cognition impairment. Later
studies of the relative strengths and weaknessdke language profile suggedte

that language is not as intact as it was suggested earlier (see later in 1.3.2.1.), and face
processing has been shown to be atypical in WS (see later in 1.3.2.3.). Recently, it

has been emphasized that it is no longer acceptable to cows®las evidece for

modularity (e.g. Levy & Herman, 2003; Karmilefmi t h et al . , 2003;

Brock, 2007).

I.3.2.1.Language in WS

At the first glance, expressive language in WS tends to be grammatically
correct, compl ex and pu etyged phrasesvaresveny c |
common. WS individuals tend to be very chatty, and the social use of language is
particularly well developed.

However, language development in WS is not only delayed, but also follows
an atypical developmental pathway (Klein & Misv1999). WS subjects typically
perform well in assessments of semantic fluency (Jarrold et al., 2000), and have a
rich, well-developed vocabulary (Udwin & Yule, 1990; Bellugi et al., 1994), but they
show difficulties and/or delays in irregular pastteased pl ur al s ( Pl ®h

Thomas et al., 2001). Johnson & Carey (1998) showed that global semantic
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organization remains at the level of young children and never reaches a mature state.
Similarly, Vicari et al. (2002) reported lexieaémantic difficilties in a sentence
repetition task. Recent studies showed that language abilities in WS are more injured
than it was originally claimed, atypical morphology, syntax as well as pragmatics
was reported in this population recently (for review see MervisetdBra, 2007;
Martens et al., 2008), although there is little doubt that language functions are
superiors compared to most of the functions in the nonverbal domain.

Spatial language is especially interesting in WS language production, since
this syndromes characterized by a strong visspatial deficit (see later). In a test of
spatial preposition, Bellugi et al. (2000) found that the Williams syndrome group
made significantly more errors than typically developing controls. WS subjects
showed difficulty n a path description task in a study by Landau et al. (2006),
however the authors concluded that errors, such as omitting path words, emerged due
to problems with spatial me mor y . Similar|
individuals have more errorsah typically developing control subjects in spatial
comprehension and completion tasks, but the pattern of errors were similar in the two
groups implying that there is no selective deficit of spatial terms within WS
language. The performance of WS children the Test of Relational Concepts
(TRC) was compared with TRC raw score matched typically developing controls,
and relational vocabularies of WS showed no significant difference (Mervis &
Morris, 2007). This led to the conclusion that children with W&ehgaifficulty with
relational language and concepts in general, rather than specifically with spatial

terms.
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[.3.2.2.Visuospatial skills in WS

The disturbance of visuspatial skills is one of the most prominent features
of cognitive characteristics iWS. Several studies reported poor performance in
drawing and copying figures, copying the Rey figure, on block design subtests of the
WISC and WAIS (Wechsler Intelligence Scale for Children, Wechsler Adult
Intelligence Scale), and other visgptaial task (e.g., Bellugi et al., 1988; Mervis et
al., 1999,Vicari et al., 1995 Other visual abilities, such as orientation matching and
discrimination (Bellugi et al., 1988; Wang et al. 1995; Palomares et al., 2009),
perceptual grouping (Farran, 2005), mental imagery and rotation (Farran et al., 2001)
were also reported to be impalren WS. Visueperceptuaperformanceseems to be
superior to visuespatial performance. It seems that basic mechanisms of object
recognition are spared in WS: object recognition has been shown to be better than in
Down syndrome (Wang et al., 199 and at a similar level to typically developing
controls matched on overall mental age (Landau et al., 2006). Similarly, spared or
intact biological motion perception was also reportedM8 (Jordan et al., 2002;
Reiss et al., 2005)

Spatial abilities epresent a peculiar area in WS research, and there has been
considerable debate regarding the origin and nature of the spatial deficits. Bellugi
and colleagues (2000) have proposed that spatial deficits in WS are associated with
impaired global visuspatal processing, and with difficulties with the integration of
local elements into a global form. This suggestion was based on the poor
performance shown in free drawings, copying of hierarchical figures and in the block
design task (Bihrle et al., 1989; Res et al., 1996). However, later studies found no

evidence for a local bias in perception of hierarchical figures (Farran et al., 2003),
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moreover WS subjects demonstrated normal facilitation of block design performance
when the target design was segmentedrran et al., 2001; Mervis et al., 1999).
Farran and Jarrold (2003) suggested that individuals with WS can perceive
information at local and global levels as well, but they have difficulty using this
information in visuespatial construction at the glaldevel. Consequently, their poor
performance might be related to inability to use mental imagery rather than a feature
processing bias. However, Farran reported atypical holistic processing in WS a few
years later, based on their findings of a furthardgt investigating perceptual
grouping (Farran, 2005). Another suggested explanation for the local/global
processing deficitsniWS was offered by Pani and colleagues (1998)0 argued

that this deficit is a result of a general weakness in planning aganiamg
information in working memory. The assumption was based on their findings that
WS individuals disengaged from global processing in visual search task if the task
required local processing for success.

To explain the dissociation between viguereptual and visuspatial
performances in WS, Atkinson and colleagues (1997) proposed that WS individuals
have impaired visual information processing in the dorsal visual pathway, while the
ventral pathway is relatively intact. This view is supported byawe of weak box
posting and motion coherence task performance (considered as tests of dorsal stream
function), and relatively better performance in box slot orienting and form coherence
task (involving the ventral stream) (Atkinson et al., 198tkinson& Bradick 2011).

However, although visuglerceptual performance is probably superior to
visuo-spatial performance, it is unlikely that ventral stream functions are intact in
WS. Ventral visual areas are considered importémt complex visual object

recognition (see e.g., Ungerleider & Mishkin, 1982). such as faces (Kanwisher et al.,
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1997). As itcanbe seen in next subchapt@&ce perception in WS watypical and

weak in terms of corgural analysis Y several studies.

1.3.2.3.Face processing in WS
Similarly to language abilities, early research exploring face processing
suggested good performance and face pr oc:é
60sparedd (e.g., Bel |l ugi et al ., 1999b) . S
normal range on tesssich as the Benton Test of Facial Recognition (see e.g., Bellugi
et al., 1992; Wang et al., 1995), furthermore, WS subjects had good performance in
identifying emotional expressions as well (e.g. Karmi®fhith et al., 1995).
However, just like in the & of language, more recent studies have shown a general
delay in face perception (e.g., Deruelle et al., 1999), and atypical processing of faces
as well. For example, Karmilefsmith (1997) reported that WS subjects showed
better performance in recognigirfaces distinguishable based on a single feature,
than in recognizing thosdhat r e qui r i ng conygur al anal ysi
developing subjects showed no such performance dissociation. Using configurally
and featurally modified schematic faces Deruetlal. (1999) found further evidence
for the previous findings by Karmilomith, and showed that WS subjects are
biased to process featural over configural information in face perception.
However, even if face processing is a relative strength in Vg&waing body
of evidence shows that the underlying processes differ from typical patterns of
processing. Mills et al. (2000) found abnormal early ERP components for faces in
WS, which were not found in any group of typically developing, bnajured or
other populations with learning disability. Furthermore, the lack of the face inversion
effect, which is present in healthy, typically developing adults when processing

inverted faces, was shown in magnetoencephalography (MEG) and ERP studies by
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Nakamura anctolleagues (2006, 2012). Mobbs and colleagues (2004) in an fMRI
study also found an atypical manner of face perception, where large activation
increase was observed in the right fusiform gyrus and several frontal and temporal
regions, while primary and sendary visual cortices showed less activation during
face perception compared to controls. The increased anterior activation was

considered as a compensatory mechanism for early yisueéptual deficits.
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[.3.2.4.Memory in WS

Similarly to other develapental disorders, WS is characterized by memory
deficiencies and learning difficulties. Studies of working memory in WS found
dissociation between verbal and vissatial working memory subsytems. It has
been demonstrated that WS individuals have a nmabr span on the Corsi block
test (spatial memory task) than on the digit span task (auditmhal memory)e.g.
Jarrold et al., 1998; Wang & Belludi, 9 9 4 ; Ra ¢ s m8 nhhesdirndings | . |,
led to the conclusion that the capacity of verbal workimgmory is comparable to
that of the mental ageatched control group, while the capacity of vispatial
working memory is seriously impaired (Udwin & Yule, 1991; Vicari et al., 1996
Wang & Bellugi, 1994).

Not surprisingly, the dissociation between the vispatial and visuo
perceptual domain seems to be present in WS memory performance as well. Vicari
and colleagues (2003, 2005) found that visaigilect memory is intact, whilspatial
memory is significatty weaker than in controls

There are mixed results regarding the explicit memory in WS. Vicari found
(2001) that explicit memory in both visual and verbal tasks is similar in WS and
typically developing mentage matched controls, while Jarrold et(2D07) showed
poor performance on tests of lotgrm memory for visual information in the Doors
and People test, andré&k et al. (2006) reported poor lobtgrm verbal memory.
Vicari and colleagues (19%@lescribed poor episodic retrieval of both verbad a
visuo-perceptual stimuli in a group of WS children.

Based on the performance of WS subjects in the Tower of London, Serial
Reaction Time and two other implicit learning tasks, Vicari et al. (2001) concluded,

that a specific deficit of procedural leamgi exists in WS. Similarly, Mandolesi and
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colleagues (2009) reported a deficit in acquisition of procedural competence in a
maze learning study. Procedural learning, both in the motor and perceptual domains,
has been investigated by our research groujylaf€S subjects practiced a finger
tapping task consisting of a feetement sequence for five consecutive days, and
presented reduced initial performance rate along with decreased learning rate
(Berencsi & Kovacs, 2009). Correspondingly, perceptual legrin the contour
integration task showed high intierdividual variability but overall weak baseline

performance and reduced learning capacity in the WS group (Gervan et al., 2012).

[.3.3.Neurological and neuroanatomical profile of WS

Postmortem and mgnetic resonance imaging studies of neuroanatomy
showed reduced overall brain size and altered brain shape in WS with structural
abnormalities including abnormally increased gyrification and folding abnormalities
(e.g., Bellugi et al., 1999c; Galaburda &IRigi, 2000; Galaburda et al., 1994; Reiss
et al., 2000; Vartssen et al., 2006). The volumetric reduction is more prominent in
the posterior compared to the frontal regions (Reiss et al., 2000), and suggested to be
largely driven by white matter deficien.

Relatively large loss of gray matter volume in pareteipital areas along
with relative good preservation of other cortical areas was reported by several studies
(e.g. Thompson et al., 2005; Reiss et al., 2004; Chiang et al., 2007). Studiesdreveale
a welldifferentiated area V1 in WS; however, the volume of this area is smaller
compared to controls (Galaburda et al., 2002, Thompson et al., 2005, Chiang et al.,
2007). Besides the volumetric abnormalities, increased cell packing and neuronal
size diferences were described in this V1 region (Galaburda & Bellugi, 2000;
Galaburda et al., 2002). Taking together the findings above, an atypical V1

functioning is implied in WS.
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Decreased intraand occipitoparietal sulcus (Meyemdenberg et al.,
2006), and smaller superior parietal lobule gray matter volume (Eckert et al., 2005)
were reported. Moreover, in a diffusion tensor imaging study by Hoeft et al. (2007)
higher fractional anisotropy in the right superior longitudinal fasciculus of WS
subjects wasshown. This is in line with the findings on impaired vispatial
functioning in WS, since these regions are part of the dorsal visual stream reported to
function inadequately in WS (e.g.; Atkinson et al., 1997).

Thompson and colleagues (2005) reportedreased cortical gray matter
thickness in the superior temporal gyrus and inferior temporal regions in WS
subjects, in line with the earlier findings on relative preservation of frontal cortex,
superior temporal gyrus and the cerebellum (Reiss et aiQ0)2Molinger and
colleagues (208) found wellpreserved primary auditory cortex in WS subjects.
These findings have been linked with relatively good language abilities, auditory
processing, and with strengths in music.

The results with respect to emotiand face processing (such as amygdala,
orbital prefrontal cortex and anterior cingulated) are slightly controversiats Réi
al. (2004) found significant reduction in these areas, while Chiang and colleagues
(2007) reported them well preserved. In a dional MRI study by Meyer
Lindenberg and collagues (2005), WS subjects showed hypoactivation in the
amygdala in response to threatening socially relevant pictures, and increased
activation to socially irrelevant stimuli. Hypoactivation might be the baksocial
disinhibition and extreme friendliness observed in Williams syndrome (Meyer
Lindenberg et al., 2005). Furhermore, Avery and colleagues found white matter

integrity deficits in prefrontahmygdala pathways in WS, and it was proposed that
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this deficit might underlie the increased amygdala activity and extremesocal
fearsin WS (Avery et al., 2012).

It is important to emphasize that these abmantioned links between
neuroanatomy and complex cognitive functions are very promising, but have

remaned speculative.

I.3.4.Genetic characteristics in WS

The genetic | mpair ment was studied
initially the size of the deletion was estimated to be around 20 genes, spanning a 1.5
megabase chromosomal segment on chromesdmll.23 (e.g. Ewart et al.,
1993,h. However, more recent studies showed that the number of suspected deleted
genes is around 28 (Meykindenberg et al., 2006; Eckert et al., 2006).

As it was mentioned earlier, elastin gene deletion was reported in 98% of
individuals diagnosed with WS (Lowery et al., 1995), based on that, the clinical
diagnosis of WS is established by a probe for elastin (FISH, see above). Nickerson
and colleagues (B%) reported four no&LNT deleted WS patients, who showed nor
the typical facial appearance neither cardiac diseases, and led to the conclusion that
elastin gene can account for a number of the distinct features of WS, including
cardiac abnormalities, faadi characteristics, and premature skin ageing. Importantly,
three out of four subjects had mental retardation, so seemingly the presence of ELN
had no connection with mental abilities. Consequently, Frangiskakis et al. (1996)
emphasized that ELN can not Weund in the brain, consequently it could not
contribute to typical cognitive characteristics in WS.

It has been suggested, that by studying individual genetic profiles and

deletion patterns, an opportunity emerges to determine the relevance of particula
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genes andestablish genotypphenotype correlationgée.g., Bellugi et al.,, 1999).
However, although the effort and advances have been made over the past decades in
linking genotype to phenotype in WS, the contribution of the deletion size, and types
of genes from chromosome 7 have remained still vague.

The first gene, which was suggested to have potential contribution to the
distinct WS cognitive characteristic, was the gene LIM domain kinase 1 (LIMK1)
(Frangiskakis et al., 1996). It was suggested thatdpatial construction deficit in
WS may be related to the deletion of this gene, and the quantitative reduction in
LIMK1 protein. Frangkrais and collagues (1996) based their hypothesis on previous
findings that LIMK1 encodes the protein tyrosine kinasel & expressed in the
developing brain showing involvement in intracellular signaling. However, further
analysis of other patientwho lack this gene, but did not have spatial problems
indicated that LIMKL1 is either unrelated or not sufficient to explfi@ cognitive
defects in Williams syndrom@ assebehiji et al., 1999).

Stx1A is also thought to be a relevant gene in terms of cognitive features in
WS. This gene encod&yntaxinlA, a protein that plays a crucial role in synaptic
exocytosis of neurotranstters (Nakayama et al., 1998). Growing evidence supports
the role ofStx1Ain deficits of learning and memory in WS (Botta et al., 1999a; Gao
et al., 2010). However, Tassabehji (2003) noted that although deletion of syntaxin
1A (STX1A) may be important whin the deleted region of chromosome 7, it is
unlikely to be responsible for the typical cognitive characteristic in this disorder.

CyIn2 is another possible candidate gene contributing to struicumational
abnormalities and impaired plasticity in W@ oogenraadet al.,, 2002. Cyln2

encodes proteins that regulate dynamic aspects of the cytoskeleton of the cells.
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Altered regulation might lead to defects during brain development and/or deficits in
synaptic plasticity in adulthood (Meykindenberg et al., 2006).

Hirota and colleagues (2003) examined three WS subjects with atypical
deletion patterns, i.e. no deletion of GTF2IRD1 and GTF2I on chromosome 7q11.23,
along with other WS subjects with typical deletion. They found that typical WS
facial features were absent in case ot he t hree Aatypical 0
spatial performance in cognitive tests were above that of full deletion WS subjects.
In a recent study by Monique and colleagues (20th@) beforementioned findings
were strengthened, and basedaaonouse model, they indicated that the hemizygous
deletion of the GTF2IRD1 and GTF2I contributés the neurocognitive and
craniofacial aspects of WS.

In conclusion, a number of different deletions combine to create the
distinctive profile in WS (Tassabehjt al., 1999; Tassabehji, 2003), but the only
unequivocal link so far is between the ELN gene and supravalvular aortic stenosis
(e.g., Tassabenhiji et al., 1999). Most probablaltiple genes may contribute to the
cognitive defectsand the exact impact ofegetic deletions remains blurred in
relation to the WS phenotype (Tassabehji, 2003 genraacdttal., 2002

With regard to the genetic determination of the cognitive symptoms in WS, it
Is important to recognize that there is variability in the amounttypel of genetic
impairment. Studies reported atypical, partial deletions (e.g., Botta et al., 19990b;
Ashkenas, 1996) providing a potential explanation for the inhomogeneous behavioral

performance in the WS population.
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[.3.5.Sleep in WS

Although subjective reports of WS individuals and the parents imply high
incidence of sleep difficulties in WS, sleep disorders have been investigated in depth
only recently. In a pioneering study by Arens and colleagues (1998), WS parents
were questioned n a tel ephone survey about their
showed no evidence for breathing arousal disorder, but movement arousal disorder
was present in 57% of the cases (Arens et al.,, 1998). Further polysomnographic
studies proved difficulties innitiating sleep, fragmented sleep with long wake
periods, decreases in sleep time and sleep efficiency (Arens et al., 1998; Mason et al.,
2009; Gombos et al., 2011). Arens at el. (1998) found periodic leg movements during
sleep (PLMS), but the diagnosis BLMS was not confirmed by further studies
(Goldman et al., 2009; Gombos et al., 2011), however, an increased numbef of non
periodic leg movements was reported by Gombos et al. (2011) as well. WS subjects
also were reported to spend less time in NREM 1 arstlages, and more time in
stages NREM 3 and 4 than TD participants (Arens et al., 1998). WS patrticipants
presented a significantly higher amount of NREM and a decreased amount of REM
sleep percentage (Gombos et al.,, 2011). Sleep disturbance seemesidio gfir
childhood, wrist actigraphic and and polysomnographic studies reported disturbed
sleep in the population of adolescents and young adults with WS as well (Goldman et
al., 2009; Gombos et al., 2011).

Gombos and colleagues (2011) also showed asg@ frontal slow wave
activity in NREM sleep, as well as decreased alpha and sigma activity in both NREM
and REM sleep of WSsubjects. In a spectral profile analyzis of WS

polysomnographic data (B-dizs et al ., 2012
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activity and higher spectral peak frequencies in tHE68Hz range were shown to be

a characteristic feature of WS, suggesting an alteration of -digggndent

thal amocortical activity in this populatio
To sum up, disordered sleep sMound in the WS population, which has been

reflected in alterations and fragmentations in the mpattern of sleep, and an

atypical micrepattern and spectral characteristics as well.
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ll. The aims and synopses of the theses

The main motivation behinthis work was to examine the factors underlying
impaired plasticity and learning abilities in a genetically determined
neurodevelopmental disorder, Williams syndrome. The typical cognitive
characteristics of WS consist poa visuo-spatial abilities as compared to relatively
preserved verbal functions. This syndrome is likely to result in specific parieto
occipital cortical reduction and abnormalities, along with a high risk of sleep
disorders.

The phenomenon of perceptuahieing provides an especially appropriate
behavioral research framework to investigate impaired learning abilities. The
extensively examined and explored mechanisms and neuronal background offer the
possibility of controlled and specified interrogation lwitespect to determinants
affecting learning and plasticity. Furthermore, perceptual learning requires low
cognitive load from observers, which is a potential confounding factor in
investigations of neurodevelopmental disorders with mental retardatiorlyidgp
the contour integration task in visual perceptual learning studies seemed to be a
fortunate choice, since the welefined nature of stimulus processing in CI
guarantees that it is a good tool for examining toangge neural interactions in the
primary visual cortex. Moreover, it investigates visual functions at a larger scale than
usual discrimination tasks (such as orientation or texture discrimination tasks)
frequently applied in perceptual learning studies.

Before investigating baseline and pertcegh learning capacity in the CI task

in Williams Syndrome, we investigated those factors first that determine
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performance in the typically developing population. How do age and the functional
maturation of V1 influence the baseline in contour integratidioPeover, does age
affect learning capacity in contour integration? To answer these questions, we
collected data to characterize the typical developmental trend of contour integration
and perceptual learning. In additiontt@t, - considering the fidings about the role

of sleep in earlier perceptual learning studiemnother important questicarises

how does sleep contribute to learning in CI? The second goal was to determine the
role of sleep in perceptual learning in CI.

After the exploréion of the factors determining performance in a large
typically developing population, investigation of perceptual learning in the contour
integration task might be considered as a standardized and controlled method for
detecting factors influencing baset performance and learning capacity in an
atypically developing population. Our previous findings in the typically developing
population allowed us to make assumptions with respect to the causes of impaired

function.
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Thesis I: The typical developmental trend of contour integration and perceptual

learning.

x1

a) We studied baseline and perceptual learning performance of six typically
developing aggroups (n=60, 21 year) in the contour integration task. Participants
practiced in the same task through five days with an approximately tf@ntyour
shift between the practice sessions, and we estimated perceptual threshold on each
practice day. Perceptual learning was compared to motor learning. In order to avoid
the dissimilar cognitive loads in the initial phases of the two different tasks, we
defined baselia performance as perceptual threshold on Day 2. Learning curves of
the agegroups were drawn based on the measured perceptual thresholds during the
course of the training, and the overall and betwsegsion improvements were
analyzed as well.

According b our results, the structural developmental changes in V1 affect
baseline performance in the Contour Integration task. In the typically developing
population, contour integration shows prolonged-dgpendent improvement, and
reaches adult level only bydlrage of 14. All aggroups showed significant learning
in the task. After comparing the learning pattern of the-grgeps, it became
apparent that the performance of younger-g@geips change faster and in a greater
degree (steeper learning curves)ha early period of the training.

b) The participant population of the first study was extended with additional

forty subjects (n=100,-23 years), and data were reanalyzed to get a more accurate

! The topic of typical developmental trend of contour integration and perceptual learning is discussed
in Study I. and in Stuy Il as well.
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depiction about the typically developing trend of contouegnation and perceptual
learning. The aggroups were the followings:-8 years, 910 years, 1412 years, 13

14 years, adults (mean 21,5 years). In this analysis, the baseline was defined as Day
1 performance, and learning was expressed as the differehwedn the perceptual
thresholds on Dayl and Day5.

The new results strengthened earlier findings: contour integration reaches the
adult level only in late childhood, 134 years old aggroup showed no significant
difference compared to the adult grougefgroups 78 years and -8 years showed
significantly lower baseline performance than all the older-gagaps. Learning
performance was significantly lower in the adult group than in the chileyems,
except in the 134 years old group, whose leangidid not differ significantly from

that of the adults. Learning was similar across the different age groups in children.,
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Thesis Il.: The role of sleep in the two phases of perceptual learning.

In this work, we attempted to distinguish the time ale@s dependent phases of
perceptual learning. To separate the daytime (time dependent) and nighttime (time
and sleep dependent) offine modulations the following experimental design was
employed: two groups of subjects practiced five times in Cl throughaivd a half
days, at 8 a.m. and 8 p.m. (12 hours between training sessions). The Morning Group
(MG) started the fivesession training course at 8 a.m., while Evening Group (EG) at
8 p.m. By the fifth session (the end of the experiment) the two grouptcedhthe
same amount and all participants slept two times, however in Session2 and 4 the two
groups differed in respect whether they had have sleep before the session or not.

Based on our results, we could distinguish two phases of perceptual learning in
Cl. In the early phase of learning sleep is not crucial for performance increment
bet ween two sessions, by Session2 both gro
even though MG had no sleep between the two training sessions. Even if sleep is not
sufficient, performance enhancing effect of sleep was presents in this early stage as
well: by Session2 EG (had sleep between the two training sessions) showed
significantly greater amount of learning than MG (had no sleep between the two
training sessions). Adér Session3, in the later phase of learning performance
enhancement is slegfependent: by Session4 only EG (had sleep before the session)
performance increased significantly, while MG (had no sleep before session) showed
no relevant performance incremeshiring daytime. These results might implicate
that initial phase involves highégvel cognitive and attentional processes, and the

second phase is more specific to Hmwvel cortical changes.
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Thesis Ill.: Dissociation of structural vs. plasticity factors in perceptual learning

Nineteen WS subjects with wide range of ag8(7years) and hundred typically
developing subjects (Z3 years) participated in this study. Each participant practiced
in Cl task with the same experimental design through five.dawys values of the
subjects were analyzed: the baseline performance (Dayl) and the learning
performance (improvement by Day5). We normalized the data of all subjects (z
score) and on learning data aaditional correction was also performed. This
correction was necessary for the valid comparison of the typically developing and
WS subjectsd performances. I n typically de
between the baseline and the amount of learning: the lower the baseline, the greater
the improvement is during the fivday learning course. Learning values had to be
corrected to avoid the false conclusions about the learning capacity of WS subjects
because of their low baseline performanastead of pooling the very inhomogeneous

resultsof WS subjects together, we evaluated individual performance by expressing it in
terms of the deviation from the average performance of the group of typically developing
subjects with similar age. This approach helped us to reveal information aboussit@epo
origins of poor performance of WS subjects in contour integration.

In line with the expectations, the performance patterns of the WS subjects were
very i nhomogeneous. Subj ectso per for mance
subjects performing in theormal range (or even above) both in terms of baseline
performance and learning rate, (2) subjects in the normal range in terms of baseline,
but handicapped in learning, (3) subjects in the normal range in terms of learning, but
handicapped in terms of Eme performance, (4) subjects handicapped both in

terms of baseline performance and learning. Case (2) and (3) are especially
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interesting, since these allow us to make conclusion on the potential dissociation
between factors determining baseline and riegy performance. Low baseline
performance presumably indicates structural, functional impairment in primary
visual cortex since the horizontal connections of the orientation selective neurons in
V1 are assumed to find the contour in the noise (the stalcand functional
immaturity of these connections in childhood leads to lower baseline performance,
see Thesis |.). There might be a number of different factors behind reduced learning
capacity in WS. From one hand, it is the potential lack of genesL{alkl, Stx1,
CylIn2) determining dendritic spine growth and synaptic transmission likely underlie
learning. On the other hand, disturbed sleep pattern could be another possible factor
determining reduced learning capacity is WS (learning in ClI is sleegndent, see

Thesis I1.).
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Abstract

The development of cortical functions and the capacity of the mature brain to learn are largely determined by the
establishment and maintenance of neocortical networks. Here we address the human development of long-range
connectivity in primary visual and motor cortices, using well-established behavioral measures - a Contour Integration test
and a Finger-tapping task - that have been shown to be related to these specific primary areas, and the long-range neural
connectivity within those. Possible confounding factors, such as different task requirements (complexity, cognitive load) are
eliminated by using these tasks in a learning paradigm. We find that there is a temporal lag between the developmental
timing of primary sensory vs. motor areas with an advantage of visual development; we also confirm that human
development is very slow in both cases, and that there is a retained capacity for practice induced plastic changes in adults.
This pattern of results seems to point to human-specific development of the “canonical circuits” of primary sensory and
motor cortices, probably reflecting the ecological requirements of human life.
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Introduction

The development of cortical functions and the capacity of the
mature brain to learn are largely determined by the establishment
and maintenance of neocortical networks. The specification of
long-range connectivity within larger inter-areal and more local
intra-areal networks is a basic architectural requirement of cortical
processing. Long-range lateral intralaminar connections between
pyramidal cells (Figure 1A) seem to be a ubiquitous feature of the
superficial cortical layers in, e.g., cats [1-3]; tree shrews [4]; and
monkeys [4-5]. It has been suggested that these long axonal
projections shape the neocortex mto “canonical circuits” serving
spatiotemporal integration within the functional maps [6-7]. The
specificity of long-range connections has been extensively studied
in primary sensory and motor cortices of different mammalian
species. With respect to the primary visual cortex (V1 or
Brodmann area 17, see Figure 1A}, it has been shown that
clusters of layer II/I1I long-range horizontal connections connect
neuronal columns with similar orientation specificity in cats and
monkeys [8-9], assumedly mediating object-related processing
and visual perceptual learning in humans as well [10-11].

With respect to the primary motor cortex (M1; Brodmann area
4, see Figure 1A), pyramidal cells with same or similar output
properties are accumulated i columns, forming elementary
movement representations [12-14]. Collaterals of the pyramidal
cells in layer II/III project horizontally as far as 3 mm long and
terminate in columns with similar output to that of the original

" PLoS ONE | www plosone.org

column [5]. These intrinsic connections are thought to be
mmportant in the selection and coordination of different movement
representations [13,15], in the control of different muscles around
a given joint [16-17], or neighboring joints of the same extremity
[18]. It has been proposed that the intrinsic long-range
connections also mediate motor map plasticity and the learning
of new motor skills in rats [19-21], cats [22] and primates [23].

Rough clusters of horizontal connections in V1 are present in
cats and ferrets before eye opening, become refined soon
thereafter [24-25], and the adult pattern of connections is there
at birth in primates [26]. With respect to movement representation
in ML, it seems to develop after the somatosensory representations
and corticospinal terminations develop mature topography in cats
[22], however, information is lacking with respect to the posmatal
development of horizontal connectivity.

Is it a possible scenario that these “‘canonical circuits,”
mediating basic perceptual and motor function and learning,
develop similarly in different mammals, including humans? Or,
alternatively, based on the obviously increased demand for human

learning capacity, shall we assume that this type of long-range
cortical connectivity has a human-specific developmental trend?
The development of horizontal connections in layer LI/III of the
primary visual cortex of humans has been indicated to extend into
childhood [27], corresponding to behavioral findings on the late
maturation of Vl-related contour integration abilities, improving
until the teenage years [28-29]. Although little is known about the
characteristics of the M1 motor representation in infants and
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