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ABSTRACT 

Do people think in terms of concrete representations when they use 

abstract language? According to the strong version of the Embodiment 

Hypothesis, our abstract knowledge and higher cognitive processes are 

directly grounded in sensory-motor representations rather than in amodal 

symbols. Crucially, according to this view, sensory-motor states, which are 

claimed to be conceptual features, are partially and automatically re-

activated during both concrete and abstract language use. However, this 

conception is highly debated on theoretical and empirical grounds and other 

approaches have emerged. 

In a test of this radical hypothesis, we carried out corpus- and 

psycholinguistic experiments. The thesis first reviews theoretical claims with 

empirical evidence for and against the strong version of the Embodiment 

Hypothesis, then five studies are presented, four of which provide novel 

empirical data and one reviews theoretical positions. It is argued that effects 

revealed by psycholinguistic measures do not clearly support the strong 

version of the Embodiment Hypothesis but rather an amodal view of 

language processing, according to which linguistic-propositional 

representations underlie language understanding. 

The results of a series of experiments with environmental sounds and 

language provided support for the conclusion that sound representations 

are not conceptual features because they are not necessarily and 

automatically activated during normal language use. All in all, the findings 

support the weak version of the Embodiment Hypothesis, according to 

which abstract concepts are represented separately from concrete 

concepts. 
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KIVONAT 

Konkrét reprezentációkra épül-e gondolkodásunk, amikor elvont 

nyelvezetet használunk? Az ún. testesültség hipotézis erŖs verzi·ja szerint 

az elvont tudásunk és a magasabb kognitív folyamatok közvetlenül 

szenzomotoros reprezentációkban lehorgonyzottak, mintsem amodális 

szimbólumokban. Lényeges az elméletben, hogy a szenzomotoros 

állapotok, amelyekrŖl azt gondolj§k, hogy fogalmi jellegek, részlegesen és 

automatikusan újraaktiválódnak mind a konkrét, mind az elvont 

nyelvhasználat során. Ezt az elméletet sokan vitatják elméleti és empirikus 

alapon, s újabb megközelítések hódítottak teret. 

Az említett radikális hipotézis tesztelése végett korpusznyelvészeti és 

pszicholingvisztikai k²s®rleteket v®gezt¿nk. Az ®rtekez®s elŖszºr az elm®leti 

álláspontokat tekinti át a testesültség hipot®zis erŖs verzi·j§t t§mogat· ®s 

cáfoló empirikus kutatásokkal együtt, majd öt tanulmány bemutatására 

kerül sor, amelyekbŖl n®gy ¼j empirikus eredm®nyeket prezent§l, egy pedig 

az elméleti pozíciókat taglalja. Amellett érvelek, hogy a pszicholingvisztikai 

vizsg§latokban felt§rt hat§sok nem egy®rtelmŤen t§mogatj§k a testes¿lts®g 

hipot®zis erŖs verzi·j§t, hanem ink§bb a nyelvfeldolgoz§s amod§lis 

nézetét, mely szerint nyelvi-propozícionális reprezentációk képezik a nyelvi 

megértés alapját. 

Egy a környezeti hangok és nyelvfeldolgozással foglalkozó kísérletsorozat 

eredményei azt a következtetést igazolták, hogy a hangreprezentációk nem 

fogalmi jellegek, mivel nem sz¿ks®gszerŤen ®s automatikusan aktiv§l·dnak 

normál nyelvhasználat során. Összességében, az eredmények a 

testesültség hipotézis gyenge verzióját támogatják, mely szerint elvont 

fogalmaink a konkrét fogalmaktól külön tároltak. 
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1. INTRODUCTION1 

 

How are we able to understand and reason about abstract domains like óloveô, ótruthô, 

óbanterô, or ówhistleblowingô? These concepts are considered abstract because they are 

more complex than concrete material concepts, such as ótableô. First, they are complex 

in the sense that they are instantiated and manifested in a variety of contexts, actions or 

attitudes in a complex way (e.g., jealousy). And second, they are complex because they 

cannot be experienced directly. For example, we cannot see or grasp ójealousyô but we 

can see and grasp ótableô. 

It is crucial to highlight that, for example, the concept of óloveô or ójealousyô may be 

abstract based on its complexity but their personal manifestation and subjective 

expression is concrete, that is directly experienced. However, there are problems with 

the complexity criterion because some concrete concepts may be complex, such as 

óanimalô because it comprises multiple types and tokens, and some of our abstract 

concepts approximate concrete concepts, e.g., ówallô in the sense of óobstacleô; ówallô is 

less abstract than ójealousyô. 

The definition of abstractness is crucial because abstract concepts are claimed to 

be structured by concrete concepts and not the other way round (Lakoff and Johnson, 

1999). What this amounts to is that concrete and abstract concepts should be easily 

distinguished. For a comprehensive investigation into the graded nature of concrete and 

abstract concepts and the quantification of abstractness, see Chapter 1.2.1., or Fekete 

and Babarczy (2007). Another investigation of ours also revealed very low levels of inter-

annotator agreement of 17% and 48% as to what is considered a metaphor (abstract) 

and what is not despite the fact that we followed a pre-defined procedure in annotation 

(Babarczy et al., 2010, see also Chapter 3.1.). 

                                                           
1
 The Introduction of the dissertation is inspired and based on the authorôs unpublished Masterôs thesis 

with major revision and modifications (Fekete, I. (2006). A Comparative Psycholinguistic Analysis of the 

Hungarian Temporal Suffix ïig and the English Temporal Preposition until, unpublished Masters thesis, 

MA in English studies, ELTE, Budapest, Hungary). 
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The definition, representation and grounding of abstract concepts is one of the 

most difficult enterprises in cognitive linguistics. Traditional approaches to abstractness 

have defined abstractness negatively, characterizing the representation of abstract 

concepts as the absence of image-evoking ability. Others, for example, Brown (1958), 

claimed that the abstractness level of a word is given by the number of its subordinate 

concepts. More recent approaches have strived to characterize our abstract knowledge 

positively, as the presence of some functional variables. For example, the dual-coding 

model (Paivio, 1986, 2007) proposes that concrete concepts are associated with 

imagery, while both concrete and abstract concepts can be represented in a language-

like code. Other research has suggested that besides imagery, context availability 

(Schwanenflugel and Shoben, 1983), word associations, metaphors (Lakoff and 

Johnson, 1999), introspection (Barsalou, 1999; Barsalou and Wiemer-Hastings, 2005), 

motor information (Glenberg and Kaschak, 2002), or emotional affective states (e.g., 

Winkielman, Niedenthal & Oberman, 2008) are all important aspects of how abstract 

concepts are represented. Relevance Theory (Sperber and Wilson, 1986/1995) should 

also be added to this list because it proposes a distinct and domain-general mechanism 

which governs the comprehension of concrete and abstract language. However, the 

relevance-theoretic representational mechanism in abstract language comprehension is 

far from clear. 

JenŖ Putnoky (1975, 1976, 1978, 1979), a less known Hungarian theorist on the 

international scale was also on the quest of defining and grounding abstract knowledge. 

He demonstrated using a rating procedure that abstract concepts possess more intense 

motor-evoking capacity, which he called ñmotorityò, than concrete concepts (Putnoky, 

1975). In order to assess motority, he asked his participants to judge concrete and 

abstract nouns against a 7-point bipolar Likert-scale regarding the motor-arousal 

capacity of concepts. He defined motor-arousal vaguely as the potential and capacity of 

concepts to arouse motion, i.e., ñto elicit some motion tendency or to mobilize some 

inner energy to carry out an action or activityò (Putnoky, 1979, p. 545). Mean motority 

values showed a significant negative correlation with mean imagery values and a 

significant positive correlation with abstractness. 
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Motority in Putnokyôs research has not been scrutinized in the literature, and no 

specific or non-specific function has been assigned to it so far. Putnoky himself also 

asked the question whether motority has a peripheral or central source. In the light of the 

present research 40 years after his activity, it is still unclear whether motority in his 

meta-judgement task reflects specific higher motor processes in the sense of Glenberg 

and Kaschak (2002) in the representation of abstract concepts, or whether Putnokyôs 

motority springs from a different domain, such as sub-vocal articulation. It also remains 

to be answered whether motority is a specific or non-specific phenomenon. Glenberg 

and Kaschak (2002), for example, propose in line with Lakoff and Johnson (1999) that 

abstract concepts preserve their specific concrete motor content. For example, ógrasp 

the ideaô involves the representation of reaching for a proximal object (i.e., abstract 

entity) and keeping that object. Motor information in the representation of abstract 

concepts in the sense of Glenberg and Kaschak (2002) is therefore specific and derives 

from the concrete motor activity. Putnokyôs abstract concepts, on the other hand, are not 

specifically built on such motor inferences. He speculates that motority plays a regulative 

role at higher levels of organization of word meaning in the central nervous system 

(Putnoky, 1978). 

Out of the variables and representational processes of abstract concepts 

enumerated above, I am going to deal with the metaphorisation process in greater detail 

in my dissertation. My dissertation aims to investigate only the representation of abstract 

concepts compared to that of concrete concepts. But before proceeding to the question 

of representation, let us turn back to the question of definition of abstract concepts. I 

have already shown that the complexity criterion is an unsatisfactory definition of 

abstract concepts, and second, because it is a post-hoc categorization. Fekete and 

Babarczy (2007) in their survey of abstract concepts on Hungarian offer two variables 

along which abstract concepts can be better grasped: definability and imageability. Their 

results demonstrated that abstract concepts are highly definable and poorly imageable 

compared to concrete concepts which are less definable but highly imageable. Chapter 

1.2.1. elaborates on this study in greater detail. 
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It should now be evident that theories have a hard time coping with the definition 

and grounding of abstract concepts. Jesse Prinz (2002), for example, enlists seven 

desiderata about an acceptable theory of concepts. I would like to deal with two of them 

here: scope and publicity. Scope refers to the desideratum that a theory of concepts 

must ñaccommodate the large variety of concepts that we are capable of processingò (p. 

3). So, for example, both concrete and abstract concepts must be included. One of the 

most serious problems in cognitive linguistics is coping with the scope desideratum 

when it comes to abstract concepts. 

Prinzôs seventh desideratum, publicity requires that ñconcepts must be capable of 

being shared by different individuals and by one individual at different timesò (p. 14). 

Given the complex nature of grounding abstract concepts, the publicity desideratum is 

best satisfied by theories which propagate the existence of objective meaning. Just to 

give one example, Fodor's informational atomism (Fodor, 1998), according to which all 

lexical concepts are unstructured symbols, accommodates the desideratum of publicity 

by eliminating the inner structure of concepts (for a review in Hungarian, see Fekete, 

2010). However, the opposite view, radical constructivist semantics also posits a view on 

how communication might work perfectly without any representations or objective 

meaning (for an extensive review of radical constructivist semantics, see Chapter 3.1. or 

Fekete, 2010). Suffice it to say now that for this thesis it is only important to underscore 

that abstract concepts are highly complex, poorly definable and the least imageable 

concepts. 

If we want to adopt the desideratum of shared knowledge (publicity) to abstract 

concepts, then we have to assume that abstract concepts share something in common, 

so that they can be easily shared by individuals. I am going to elaborate on this question 

throughout the dissertation and propose that amodal symbols, frames, schemas, image 

schemas, or standing knowledge (Prinz, 2002) all satisfy this desideratum. 

Let us return now to the first question at the beginning of the dissertation. My first 

question is difficult to answer because one can argue that we understand these 

concepts with the help of other neighbouring concepts in an abstract semantic network, 

where concepts are represented as nodes, or it is also possible that concrete non-
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linguistic representations are activated, such as visual or auditory representations that 

ground and guide semantic processing. 

Specifically, for example, how do we understand an abstract sentence, such as 

The story rings true? One of the questions, which arises here, is whether the perceptual 

symbol, that is a sound representation of some type is activated or not. It is logical to ask 

the same question about concrete sentences, such as The telephone is ringing or The 

alarm bell is ringing. Crucially, the three sentences with the verb óringô refer to three 

different types of ringing sounds. How do we comprehend these sentences? If a sound 

representation is activated, then is it the same sound representation in the three 

sentences, or three proxytypes in the sense of Prinz (2002), i.e., three different samples 

of ringing sound? 

Not much easier is the question how we understand concepts and situations that 

we do encounter in the material world (the concrete experiential world). For example, the 

utterance The boy stayed together with the girl is the result of a spatial-perceptual 

scenario that we saw in the material world and deemed relevant to convey as a piece of 

information. This scenario is based on spatial and perceptual representations of the 

mental referents (óboyô, ógirlô, their spatial setting, their dynamic actions, etc.). The 

question is as to what role these representations play (if they play a role at all) in the 

understanding process of such a sentence. 

Does the sentence The boy stayed together with the girl have a linguistic-

propositional meaning or the words in the sentence (function as labels and) activate only 

spatial-perceptual representations? If spatial-perceptual representations are activated, 

are these the same representations as the ones activated during perception? Is 

language understanding different from perceptual simulation? How are subtle aspects, 

such as the involvement of actors represented mentally? So, for example, does the 

sentence The boy broke up with the girl differ from the sentence above in terms of their 

representation of thematic roles? How are thematic roles encoded mentally? Are they 

encoded in an abstract propositional/linguistic format or in thematic frames (templates)? 

In one sentence, the question is directed to the quality of representational mechanisms 

in concrete and abstract sentence comprehension. 
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An extreme suggestion is that abstract domains (such as, time, love, truth, etc.) 

are understood in terms of more concrete, experience-based domains (Lakoff & 

Johnson, 1980, 1999). On this view, for example, the abstract domain of time is 

understood in terms of more concrete, spatial schemas. This theory, thus, predicts that 

whenever we process a temporal expression such as until seven oôclock we have 

access to a spatial representation that simulates an analogical motion in space. This 

view is usually referred to as the strong version of the Embodiment Hypothesis (Lakoff & 

Johnson, 1980, 1999). On this embodiment account, ñan embodied concept is a neural 

structure that is actually part of, or makes use of, the sensorimotor system of our brainsò 

(Lakoff & Johnson, 1999, p. 20). 

On the strong embodiment account, low-level sensory and motor information is 

activated in the primary cortices as part of automatic semantic processing. In other 

words, semantic processing is operating in the primary cortices according to this view 

and it is fully contingent on sensory and motor systems. 

Three aspects of the strong version of the hypothesis are the automatic nature of 

activation of sensory-motor representations, the necessary nature of activation 

irrespective of task demand, and the direct activation of these representations. I am not 

going to test the latter aspect of the hypothesis in absence of suitable methods, 

therefore the former two aspects will be examined throughout the dissertation. 

In contrast, the weak version of this hypothesis contends that abstract concepts 

are represented separately from concrete concepts and from sensory-motor 

representations. Importantly, the weak version of the hypothesis claims that sensory-

motor representations are in close contact with concrete or abstract conceptual 

representations, that is, they are closely associated to these representations, but they 

are not necessary for conceptual representation, so effects may not necessarily be 

consistent across experimental tasks. By close contact, it is meant that these 

representations are rapidly activated and that they may reside in close proximity to 

amodal representations. 



7 
 

Crucially, on the weak account, sensory-motor representations may be activated 

automatically but they are not necessary (inherent) parts of conceptual representations, 

whereas the strong version claims that semantic processing is impossible without 

sensory-motor representations. I am going to elaborate on the weak version of the 

hypothesis later in the dissertation. 

As for the direct nature of activation, according to the weak version of the 

hypothesis, sensory-motor representations and conceptual representations may be 

indirectly linked to each other. Since the direct testing of the weak version of the 

hypothesis falls beyond the scope of the dissertation, no inference will be made about its 

validity. Second, it would be illegitimate to jump to the conclusion that the weak version 

is supported in case the strong version should be falsified. Therefore, I am going to 

examine the first two crucial aspects of the strong version, automaticity and necessity of 

activation of modality-specific representations. 

The aim of this thesis is to give some insights into the broader scope of this 

theory, into empirical evidence for and against this theory, present alternative theories, 

and provide novel empirical evidence related to this field. The dissertation strives to 

integrate a variety of approaches and research techniques, starting with theoretical 

reviewing and proceeding to corpus-analysis and psycholinguistic experimentation. 

One might ask the question why the strong version of the Embodiment 

Hypothesis in cognitive linguistics should be tested at all. First of all, the general strong 

embodiment approach is pertinent and vital to a number of other disciplines, such as 

system biology2, speech recognition systems, or artificial intelligence (robots). The idea 

of strong embodiment is also present in bio-psycho-social approaches, which view 

humans holistically as being embedded in their biological, psychological, and social 

environment and being in a constant cohesive interaction with their body and 

environment as well. It is therefore crucial to test the psychological reality of the strong 

embodiment view in cognitive linguistics too because such an investigation adds to the 

strong embodiment research program in higher cognition. 

                                                           
2
 More on system biology, e.g., Maturana and Varelaôs theory, see Chapter 3.1. or Fekete (2010). 
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Second of all, if the strong embodiment claim is correct, then we might expect a 

break-through in understanding emotions, empathy, our conceptual knowledge, or 

certain congenital or acquired brain conditions better. For example, the strong 

embodiment approach can be a useful paradigm in neuroscience or in neuropsychology. 

I have opted for testing specifically the strong version because it is a highly debated 

position, for it claims that semantic processing is implemented in modality-specific areas 

of the brain without access to amodal representations, and that no semantic processing 

is possible without sensory-motor representations. 

Third of all, the Cognitive Metaphor Theory by Lakoff and Johnson (1999), which 

is the representative theory of the strong embodiment approach in cognitive linguistics, 

is highly relevant to a number of applicable disciplines, such as psychotherapy. For 

example, in Metaphor Therapy (Kopp, 1995) patients describe their situations with 

metaphors, and the therapist connects to this creative process by unfolding the 

metaphors or suggesting new metaphors that help the clients overcome their problems. 

Clientsô (patients) problem is usually that their creative activity is blocked. The 

psychotherapist's task in Metaphor Therapy is to re-activate the client's creative 

resources with the help of metaphors. In one sentence, metaphor may help the client 

when they are reluctant to accept other types of techniques or accept what the 

psychotherapist tries to convey to them (Barker, 1985, p. 39). Finally, it is also worth 

investigating metaphor comprehension because metaphor is extremely pervasive in our 

thinking. Gibbs (1992), for example, showed that in English people use roughly 6 

metaphors in every minute on average. 

The structure of this dissertation is as follows. First, I describe the broader context 

surrounding the representation of knowledge, that is the modal and amodal approaches 

in cognitive sciences and the main conceptions about the representation of conceptual 

knowledge (Chapter 1.1.). I next describe theories on metaphor (Chapter 1.2.) along 

with cognitive psychological and neuropsychological evidence (Chapter 1.3.). I devote 

dedicated attention to the domain of time and space, a particularly famous area of 

research in the embodiment research program (Chapter 1.3.2.). The Embodiment 

Hypothesis is presented distinctly from the Cognitive Metaphor Theory because it is a 
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broader field (Chapter 1.4.). After this, again, I cite cognitive psychological and 

neuroscientific evidence in the area of the Embodiment Hypothesis (Chapters 1.4.1. and 

1.4.2., respectively). 

I next present the criticism of the strong version of the Embodiment Hypothesis 

(Chapter 1.5.). Finally, I canvass the Synopsis and Rationale of the Theses in the 

dissertation (Chapter 2.) and the empirical research in the form of papers (Chapter 3.). 

In Chapter 2., the background, hypotheses and results of each study is summarized and 

their relation to the strong version of the Embodiment Hypothesis is spelled out. I then 

turn to the General Discussion of the papers presented in this thesis (Chapter 4.), and 

conclude by outlining the potential rewards of the empirical research in the Conclusions 

and Further Directions (Chapter 5). 

1.1. The Representation of Conceptual Knowledge 

Since the issue of conceptual representation is central to the present research, it is 

crucial to overview the two main conceptions on representation3 in cognitive sciences 

and to provide a wider context for the strong version of the Embodiment Hypothesis. For 

a review in Hungarian, see Fekete (2010). Mental representations will henceforth be 

called simply representations and used synonymously. If a distinction between mental 

and neural representations is necessary, then a clarification will be made. 

Representational cognitive sciences, as its name suggests, presuppose the 

existence of neural representations. Representational cognitive sciences can be divided 

into two sub-schools: (a) amodal and (b) modal approaches to cognition. The basic 

debate between amodal and modal approaches is over the existence of amodal 

symbols/representations. Amodal theorists (e.g., Fodor and Pylyshyn, 1988; Newell and 

                                                           
3
 Cognitive sciences can be divided into two main schools: (i) non-representational and (ii) 

representational cognitive sciences. Proponents of the first school (e.g., Maturana, Varela and Thompson) 
disagree with standard representational approaches that presuppose a causal-explanatory relationship 
between internal neural representations and contents in the outer world as well as of consciousness. 
Instead, they propose a óradical embodimentô approach, and assume that there is no outer world which is 
represented. Thus, one cannot speak of representations in this paradigm (Thompson & Varela, 2001). 
This paper will not deal with the non-representational view. 
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Simon, 1972) assume that conceptual representations are amodal, and that conceptual 

processing involves the sequential processing of amodal symbols. They acknowledge 

the existence of modal/perceptual representations, but they insist on a so-called 

ótransductionô process which transforms modality-specific representations into amodal 

representations (overviewed by Barsalou, 1999, p. 578; and Barsalou, Simmons, 

Barbey, & Wilson, 2003, p. 85). These amodal representations serve as input to higher 

cognitive processes such as thinking, language and memory systems4. Importantly, the 

assumption of amodal theories is that there is a separate system for perception and 

cognition and that symbols are amodal and arbitrary in the sense that they bear no 

correspondence to the underlying perceptual states. 

To illustrate amodal theories, Collins and Quillian (1969) conceptualize concepts 

as being stored in a hierarchical semantic network in which nodes represent concepts. 

Conceptual information arises from the pattern of connections among nodes in this 

semantic network. Meaning arises in networks of other meanings. To illustrate further, 

Kintsch and van Dijk (1978) conceive of text representation as a structured set of 

propositions. In their model, a proposition is a basic unit of a text which has meaning 

and contains a predicate and one or more arguments. 

On the other hand, modal theorists (b; e.g., Barsalou, Glenberg, Lakoff, Johnson) 

hold amodal symbols for redundant and non-existent. They argue that conceptual 

knowledge is grounded in modality-specific areas of the brain, and is fully represented 

there. Modal representations serve as direct input to thought processes, language and 

memory systems. 

Advocates of modal theories believe that the repertoire of empirical evidence (see 

Barsalou et al., 2003, pp. 86ï87) support exclusively the existence of modal 

representations. However, there is still hesitation as to whether amodal symbols can be 

found in neural systems (p. 87). A prominent modal theorist is Lawrence Barsalou, who 

developed his óPerceptual Symbol Systemsô theory (Barsalou, 1999). He argues that 

cognitive representations are not only grounded in modality-specific areas of the brain 

                                                           
4
 For a comparison of amodal and modal approaches, see Barsalou (1999), Barsalou et al. (2003), and 

Markman & Dietrich (2000). 
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but they are also implemented by the same mechanisms underlying perception and 

action. Such a conception is still being debated, yet the investigation of applicability of 

any of the two theories falls out of the scope of the present dissertation. 

So far, the problem of conceptual knowledge has been dealt with in the light of 

two main representational theories (modal and amodal approaches to cognition). Many 

scholars claim that abstract knowledge5, which is assumed to be embodied on their 

view, is produced by metaphor6. 

It should be noted that metaphor is one of the solutions to the problem of 

grounding abstract concepts. There are other solutions too. For example, Barsalou 

propagates grounding by simulation (Barsalou, 1999). Simulation in grounded cognition 

research, which is regarded as a basic simulation computational mechanism in the 

brain, is the partial reactivation of neural states from the modalities (perception, motor 

action, and introspection; touch, taste, smell, audition, vision, etc.). For example, when 

we think of a dog, we re-experience some of the previous sensory inputs, such as its 

smell, bark, fur, running, etc. That is, simulations typically only re-enact instances 

partially and unconsciously. Simulation has been demonstrated in a variety of tasks 

besides conscious imagery-generation, e.g., in language processing (Barsalou, 1999).  

Crucially, simulation is situated; concepts are processes not in isolation but 

situated in background settings and events. ñIn general, the function of these sensory-

motor resources is to run a simulation of some aspect of the physical world, as a means 

of representing information or drawing inferencesò (Wilson, 2002, p.633). More on 

Barsalouôs theory and on simulation, see Chapter 3.1. or Fekete (2010). 

Importantly, after having defined simulation, the concept of simulator should be 

elaborated on here because it constitutes a central part of Barsalouôs theory. A simulator 

                                                           
5
 Lakoff & Johnson (1999, p. 77) call this school second-generation embodied cognitive science, which 

contradicted many tenets of Anglo-American philosophy. For example, under this view reason is 
imaginative and embodied, and the conceptualization of abstract concepts is based on sensorimotor 
processes.  
 
6
 Langacker (as other cognitive linguists) identifies meaning with conceptualization. He claims that 

conceptualization derives from embodied human experience and incorporates imaginative phenomena, 

such as metaphor. (Langacker, 2004, p. 2) 
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is basically equivalent to a concept or type in the traditional sense. That is, simulators 

implement the concepts. Simulators integrate information multi-modally across the 

instances of a category, and simulations are the specific conceptualizations of a 

category. Some of the problems with Barsalouôs theory are compositionality and 

abstraction, and cases where the two are combined. An adequate theory of concepts 

should explain compositionality (Prinz, 2002), e.g., it should be able to ground the 

Hungarian compound pálfordulás (literally óturn of Paulusô, meaning óturnaroundô, or 

óradical change of mind or behaviourô). It is clear that the meaning of this compound is 

more than the sum of its components. Likewise, to say that abstractions are just the 

arrangements of simulations is like saying that they are the sum of them, which is clearly 

implausible. 

Crucially, frames can provide the fundamental representation of knowledge in 

cognition (Barsalou, 1992). Frames contain different attribute-value sets and can encode 

a variety of relations. For example, Barsalouôs example of a vacation frame contains an 

óagentô, ótransportationô, ólocationô, óactivityô, etc. Further, it also contains sub-frames, e.g., 

ócarô, ójetô, etc. under ótransportationô. Frames are like schemata, which are structured 

representations that capture typical information about an event or situation (Barsalou, 

1992; Barsalou and Hale, 1993). For example, the schema for a birthday party includes 

guests, gifts, and a cake. The birthday schema is structured in the sense that it encodes 

that guests bring gifts, and that the cake is eaten by the guests. Experimental evidence 

for the existence of schemata comes from a variety of domains of psychology, such as 

social psychology, memory research, reasoning, etc. To name one of the earliest studies 

on schemata, Bartlett (1932) demonstrated that schemata produce strong expectations 

about past events, which can distort our memories. 

Turning back to frames, just like Barsalou (1992), Hampton (2003) also uses 

frames in his model. He strives to revive prototype theory by re-introducing the concept 

of frame, which is a schema-like organization of knowledge. The existence of frames 

may help the operation of dynamic mental representations, e.g., the situated simulation 

of concepts in different situations. Hampton proposes that instantiation is the process of 

ñfilling out abstract representations with specific features to help the concept to fit into 

the current contextò (p. 1256). His theory is based on similarity theories, yet he criticizes 



13 
 

exemplar models and refines prototype theory. Crucially, he adds that these models 

involve abstraction, which should not be discarded. 

In Hamptonôs theory, the prototype remains the representative concept of a 

category. However, Hampton assumes a schema-like organization associated to it. An 

advantage of this more powerful hybrid model is that it can better capture the content of 

novel combinations in new situations. He calls this intentional content. 

Amodal symbols complement modality-specific representations in that they 

categorize, for example, the regions of a picture or encode spatial relations. Amodal 

symbols help inferential processes. Further, they also serve the purpose of integrating 

modal representations. For example, Damasioôs convergence zones (1989) comprise 

conjunctive neurons that merge, for example, feature information with size or colour 

information within and across modalities. There are lower and higher convergence 

zones. Higher convergence zone integrate category information across modalities, while 

lower convergence zones integrate within a modality. What follows from the 

convergence zone account is that simulations that represent a category should be 

distributed across modalities in the brain (Martin, 2001; Martin and Chao, 2001). 

It is evident that meaning cannot be perfectly captured by attribute lists. 

Wittgenstein also questioned the cognitive reality of attributes in conceptual 

representations (cf. Chapter 3.1. or Fekete, 2010). His famous question ówhat makes a 

game a game?ô illustrates the implausibility of attribute lists. Prototype theory solved this 

problem by positing that categories are represented by prototypes that represent the 

average of exemplars of a category. One of the criticisms of prototype theory is that no 

all concepts have prototype characteristics. Hampton (1981), for example, suggests that 

óbeliefô and óruleô do not have prototype structure. 

A refined version of prototype theory, schema-based prototypes use frames. For 

example, a frame representation for APPLE involves the variables óshapeô, ócolourô, 

ótasteô, etc. The set of slots for a domain reflects the level of abstraction. Importantly, 

these schema representations are prototypes because a schema stores the central 

tendency in the category, however, no exemplar is stored. An advantage of this model is 

that the schema does not delineate precisely the boundaries of a category, as I have 

already mentioned it before. Barsalou and Hale (1993) also propose frame-based 
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representations and argue that such a solution yields more powerful representations. 

Such frame-based representations are considered abstract knowledge. In sum, 

schematic prototypes involve frames with slots and values. 

Similarly to Barsalou, Prinz (2002) defends and rehabilitates concept empiricism 

by claiming that perception is the fundamental source of mental representation, and that 

concepts are basically re-activated copies and combinations of perceptual 

representations (p. 108). Prinzôs model also incorporates frames and simulations; the 

latter being equivalent to a concept. Similarly, Barsalou equates the notion of concept 

with simulator. 

Abstract language is usually interpreted in terms of the Cognitive Metaphor 

Theory. However, there are other alternative theories, such as the grounding by 

interaction conception by Mahon and Caramazza (2008), which combines the 

hypothesis that concepts are abstract with the assumption that sensory and motor 

representations may ignite online conceptual processing. The view of Mahon and 

Caramazza shall be discussed later in Chapter 1.5. 

 

1.2. Theories on Metaphor 

1.2.1. The Continuous Nature of Abstractness and the Strong versus 
Weak Version of Metaphoric Representation 

 

The theoretical perspective of this study is the Cognitive/Conceptual Metaphor Theory 

(CMT, see Lakoff & Johnson, 1980, 1999). A fundamental tenet of the CMT is that a 

metaphor is not merely a poetic device in language but it is a cognitive operation on two 

conceptual domains in our thoughts. In the CMT, a metaphor is basically the 

understanding of an abstract domain in terms of a more concrete domain by establishing 

relational mappings between the two domains. 

The more concrete domain is called the source domain (sometimes called 

óvehicleô), the abstract domain is called the target domain (sometimes called ótopicô). 

Abstract domains are, for example: life, love, happiness, fear, anger, debate, insanity, 

emotions, hope, understanding, theories, difficulties, change, causes, intimacy, affection, 
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personality, ideas, mind, organization, argument, desire, purposes, and time. Concrete 

domains are, for example: journey, war, building, container, seeing, hunger, thirst, 

warmth, closeness, destinations, motion, and space. 

This binary classification concrete/abstract is arbitrary because abstractness is a 

graded notion, since abstractness is contingent on multiple variables, such as 

imageability, affective load, etc. An expression is considered metaphorical if the two 

domains can be shown to be distinct. What it amounts to is that distance between the 

two domains can be measured, and that metaphoricity becomes a graded notion. In a 

metaphor the source domain characterizes the target domain in terms of another thing, 

feature, etc. The source domain therefore juxtaposes the target concept from a separate 

domain of experience. As a rule of thumb, the more concrete concept is the source 

concept, and the more abstract concept is the target concept. 

As a confirmation of the hypothesis that abstractness is a graded notion, Fekete 

and Babarczy (2007)7 measured three correlates of abstractness in a rating study on 

Hungarian concepts: abstractness, imageability, and definability. Three surveys were 

conducted to examine the relationship between abstractness (N=106 participants), 

imageability (N=151 participants), and definability (N=109 participants) values of nouns. 

We deliberately chose abstractness as one of the variables to test because we wanted 

to have a baseline and compare the abstractness ratings against the other two 

variables. Second, it is obvious that words differ in their degree of abstractness, but we 

also wanted to tease apart abstractness from the other two variables. 

296 Hungarian nouns were rated on seven-point numbered scales on the basis of 

their abstractness, imageability, and definability values. Three different groups of 

participants performed the ratings of the nouns on the internet. A sampling procedure 

was employed to determine the relationship between the role of imageability and 

definability in different domains of the concrete-abstract continuum. Therefore, three 

                                                           
7
 This research was conducted as part of the ABSTRACT Project (What makes us humans?, FP6-2004-

NEST-PATH-HUM, NEST Scholarship 028714, "The Origins, Representation and Use of Abstract 
Concepts.ò Principal Researcher and Coordinator: Dr Anna Babarczy). A description of the project can be 
found here: ftp://ftp.cordis.europa.eu/pub/nest/docs/4-nest-what-it-290507.pdf. Further information can be 
found here: http://www.x-andrews.org/index.php?page=people.php. The research referred to was 
presented at the ABSTRACT Project meeting at UCL, London, June, 2007. 

ftp://ftp.cordis.europa.eu/pub/nest/docs/4-nest-what-it-290507.pdf
http://www.x-andrews.org/index.php?page=people.php
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sub-samples were selected separately from the entire word sample: the 70 most 

concrete nouns (concrete domain), the 70 most abstract nouns (abstract domain), and 

70 nouns that were selected from the middle of the entire word sample in terms of 

abstractness (intermediate domain). Both imageability and definability predicted 

concreteness ratings for the entire sample. Mean imageability values show a very high 

negative correlation with mean definability values. We found that definability is a better 

predictor of abstractness in the intermediate and the abstract domains than imageability, 

whereas imageability is a good predictor of abstractness in the concrete but not in the 

abstract domain. 

 Results are summarized for the entire word sample as follows: we found a high 

negative correlation between abstractness and imageability (r = - 0.869, p < 0.001), 

which supports Putnoky (1975): the more abstract a concept is, the lower its imageability 

value. Further, a similarly high correlation between abstractness and definability was 

yielded (r = - 0.888, p < 0.001): the more abstract a concept is, the easier it is to define 

it. The measures of imageability and definability also showed a very high correlation (r = 

0.939, p < 0.001): the easier it is to imagine a concept, the more difficult it is to define it 

(e.g., knife, pen, etc.). The following figure illustrates the continuous nature of the two 

correlates of abstractness (imageability and definability): 
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Figure 1. Mean values of the three linguistic determinants of abstractness in the study of Fekete 
and Babarczy (2007) 

 

 The continuous nature of abstractness illustrated in the above diagram is also 

consistent with our discussion at the beginning of the dissertation about the difficulty of 

defining abstract concepts. The following three figures illustrate the results of spectral 

cluster analyses by Fiedler-vector on our data of abstractness ratings (the analyses 

were conducted by Dr Ivan Slapnicar, University of Zagreb). This type of cluster analysis 

organizes the data according to some hidden clusters (see APPENDIX A/3. at the end of 

this dissertation for the complete cluster analyses of the three variables). Results of 

these analyses clearly show that instead of the presence of a concrete-abstract 

dichotomy with two clear-cut clusters, the concrete-abstract continuum can be divided 

into multiple clusters too (3 and 4 clusters). This finding is consistent with our previous 

result yielded from the ratings that abstractness is a graded notion (see Figure 1. 

above). Figure 2. below illustrates the data points organized into 2, 3, and 4 clusters: 

1.00

2.00

3.00

4.00

5.00

6.00

7.00

m
e

a
n

 v
a

lu
e

s
 

concepts 

Mean values of abstractness, imageability, and 
definability 

abstractness

imageability

definability



18 
 

 

 

 

Given that this cluster-analysis is a mathematical method, we cannot infer to what the 

clusters represent. It is plausible that the variables of imageability and definability 

delineate the boundaries of the possible abstractness clusters because data points 

Figure 2. A spectral cluster analysis by Fiedler-vector of the abstractness 
ratings in the study of Fekete and Babarczy (2007) 
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group together along similar clusters there too. We can but speculate that multimodality 

may also play a significant role in the representation of concepts. 

Taken together, our data suggest that definability overtakes the role of 

imageability in the intermediate and abstract conceptual domains. This finding shows 

that the verbal code is highly dominant in the abstract domain, and extends our 

understanding of abstraction in the light of imageability and definability. On the basis of 

the results, definability (verbal code) may play a more important role in the 

representation of abstract concepts than imageability (visual attributes): abstract 

concepts, which are less perceivable, can be differentiated more easily based on the 

language system. This finding about abstract concepts and their definability is consistent 

with the results of our corpus study (Babarczy et al., 2010) to be presented in Chapter 

3.2., which shows that abstract language, specifically metaphor use, is determined by 

statistical co-occurrences in language rather than by psycholinguistic properties. 

Based on the evidence above, it may therefore well be that abstract language can 

be better tapped in terms of statistical co-occurrences and other linguistic symbols than 

it could be grasped through concrete representations. However, the Cognitive Metaphor 

Theory claims that every metaphor in language is a manifestation of a more general 

Conceptual Metaphor, which is in our thinking and not in language per se. Let us 

consider the following metaphors taken from Kövecses (2003, pp. 2ï3): 

 

(1) in Chinese: 

Ta hen gao-xing. 

he very high-spirit 

He is very high-spirited/happy. 

 

(2) in Hungarian: 
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Ez a film feldobott. 

this the film up-threw-me 

This film gave me a high. 

(This film made me happy.) 

 

These examples suggest that Chinese, English and Hungarian conceptualize 

happiness in very similar ways. According to the CMT, these metaphors are linguistic 

manifestations of the Conceptual Metaphor HAPPINESS IS UP8, and when we process 

these metaphors in language, we make use of this Conceptual Metaphor in the following 

way: conceptual mappings are established in our mind between the base domain (which 

is the Conceptual Metaphor HAPPINESS IS UP) and the target domain (which is a 

linguistic manifestation of the Conceptual Metaphor). According to the CMT, we cannot 

understand the happiness metaphors in language without having access to the 

HAPPINESS IS UP Conceptual Metaphor. 

 Within the CMT, our metaphorical concepts are structured by more concrete 

domains, which entails that an abstract concept does not have its own pre-structured 

representation but receives its representation and meaning from a more concrete 

domain. This is called the strong version of metaphoric representation (Murphy, 1996, p. 

177; 180). On the other hand, the weak version of metaphoric representation (p. 178; 

182) claims that the representation of our concepts are not metaphoric, instead they 

have their own representations. Murphy (p. 179) emphasizes that the difference 

between the strong and weak versions of metaphoric representations lies in the 

independence of representations. The weak version does accept that a more concrete 

domain or a metaphor has an influence or a causal effect on an abstract domain, but it 

rejects the view that the representation of an abstract concept is structured by a more 

concrete domain. 

                                                           
8
 Notationally, the author of the present dissertation follows the convention in cognitive-linguistic literature 

that Conceptual Metaphors are typed in the uppercase. 
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 Similarly to the weak version of the metaphoric structuring view (Murphy, 1996), 

the weak version of the Cognitive Metaphor Theory, and also the weak version of the 

Embodiment Hypothesis in general (e.g., Meteyard and Vigliocco, 2008), claims that (1) 

activation of sensory-motor systems is not necessary when achieving semantic content 

(non-essential condition, cf. Meteyard and Vigliocco, 2008). Second (2), sensory and 

motor representations are activated during semantic access in a task-dependent manner 

(indirect condition). Crucially, these sensory-motor representations are mediated by 

cognitive processes, such as attention. 

Finally, the weak version is completely different from amodal theories of cognition 

in that it assumes a non-arbitrary relationship between sensory-motor states and 

semantic representations, while amodal theories presuppose an arbitrary connection 

between the two. So, for example, amodal theories of cognition assume an arbitrary 

connection between the amodal symbol of car and the modality-specific simulations of 

the concept ócarô, that is, the car simulator in terms of Barsalou (1999). Crucially, on the 

amodal account, conceptual representations are autonomous non-perceptual symbols. 

Importantly, the weak version of metaphoric structuring (Murphy, 1996) and the 

weak version of embodiment (e.g., Meteyard and Vigliocco, 2008) are different theories 

with different predictions. The former deals with the emergence of abstract domains, 

while the latter is concerned with the real-time representation of concrete and abstract 

knowledge. 

One can interpret the strong version of metaphoric structuring in terms of a 

skeleton analogy (Murphyôs personal communication with George Lakoff, see Murphy, 

1996, p. 187). Each domain has a structure or ñskeletonò that is directly represented, but 

many details of the concept are difficult to conceptualize directly. The metaphors provide 

the ñfleshò of the skeleton. The flesh is represented indirectly: ñThe metaphor is filling the 

gaps in the framework by transferring information from the metaphoric domain to the 

topic domainò (p. 187). In other words, on the strong account source and target domains 

are share relational structure. The following illustration exemplifies the LOVE IS A 

JOURNEY metaphor according to the CMT: 
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Figure 3. The Conceptual Metaphor View by Lakoff & Johnson 

 

How do we make sense of a conceptual metaphor such as LOVE IS A JOURNEY? In 

Figure 1, we can see that there is a set of systematic correspondences or mappings 

between the source domain of journey and the target domain of love. The elements in 

the source domain are mapped onto the target domain. That is, the speaker of Our 

relationship isnôt going anywhere will mean that no progress is made in their relationship, 

and not that the relationship literally is motionless. (Destinations of a journey are 

common goals in a relationship.) 

However, the question arises if there can be pre-existing structural similarity 

between the source domain and the target domain. In other words, what if people just 

compute structural mappings between two pre-structured domains? The strong version 

of metaphoric structuring claims that the target domain did not have a pre-structured 

representation before it was structured by its source domain. In a way, it is the source 

domain that structures the target domain, which is a concept. That is, an abstract 

concept (the target) did not have its own structure (only its ñskeletonò structure) and 
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meaning before it was structured by a source domain. We cannot think9 of the choice, 

goal and problems of a relationship without thinking of a journey10. This is the cognitive-

linguistic hypothesis for the strong version of metaphoric structuring11. 

In sum, the weak version of the Embodiment Hypothesis claims that our abstract 

knowledge is stored separately from modality-specific representations, though they may 

originate in sensory-motor representations. In contrast, the strong version of the 

hypothesis insists that modality-specific representations guide abstract language 

processing. However, there exist alternative accounts that can explain the psychological 

reality of metaphors. 

 

1.2.2. The Structural Similarity View 

An alternative view to the CMT is the Analogy-view proposed by Gentner et al. (2001). 

An analogical mapping establishes a structural alignment between two represented 

situations or domains. This structure-mapping theory assumes the existence of pre-

structured representations. That is, on this view, debaters in the DEBATE IS WAR 

metaphor are de facto debaters. 

                                                           
9
 The thought that we ñcannot think ofò these abstract concepts without concrete concepts does not 

necessarily implicate that abstract concepts should be represented metaphorically. As an alternative, 
there may be associative links or pointers to concrete concepts during the activation of abstract concepts. 
Of course, neither of the arguments can be supported or refuted on empirical grounds in the CMT. In the 
case of space and time, Lakoff and Johnson (1999, p. 166) suggest that we cannot think about time 
without motion and space.  
 
10

 This statement implies that we cannot make sense of an abstract concept (e.g. love) without accessing 
to the source concept (e.g. journey). Therefore, the CMT is not only a theory of metaphor but it is also a 
theory of (cognitive) semantics. On this view, image schemas and motor schemas underlie our processing 
of abstract concepts (Lakoff & Johnson, 1999, p. 77).  
 
11

 This argument is an extreme position in cognitive linguistics. Alternatively, Langacker (2004, p. 6) 
distinguishes between Fully Analysable Expressions (such as flinger, because this a novel expression) 
and Partially Analysable Expressions (such as computer). He suggests that in the latter case we do not 
need to mentally access to the components [compute]+[er] in order to understand the expression 
computer. He claims that in the case of understand there is phonological access but no mental access to 
the components [under]+[stand], which entails that there are no metaphorical effects. He proposes that 
fixed expressions can vary in their degree of analyzability: flinger > complainer > computer > propeller > 
drawer. 
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But whichever theory (CMT or Analogy) we prefer, the question arises if 

conceptual metaphors such as ANGER IS A HEAT or DEBATE IS A RACE are 

understood in terms of conceptual mappings. That is, if we understand Anna was boiling 

mad, do we access the ANGER IS HEAT Conceptual Metaphor? 

 Gentner et al. (2001) present experiments in which participants had to read 

stories that contained novel linguistic manifestations of the Conceptual Metaphor 

DEBATE IS A RACE or the DEBATE IS A WAR. The last sentence was once consistent 

with the Conceptual Metaphor used in the text and once inconsistent with it. They found 

that it took more reaction time for participants to understand the last sentence if a shift 

occurred from one Conceptual Metaphor (DEBATE IS A WAR) to another Conceptual 

Metaphor (DEBATE IS A RACE), that is, in the inconsistent case. This supports the 

domain-mapping hypothesis for novel metaphors, such as far behind him, finish line, use 

every weapon. The experiment was repeated with conventional metaphors, where no 

such effect was found. 

The experimental evidence presented in Gentner et al. (2001) support the 

structure-mapping hypothesis only for novel metaphors but not for conventional 

metaphors. This finding is the basis of the Career of Metaphor theory (Bowdle & 

Gentner, 2005). This theory claims that novel metaphors are understood as analogies, 

but as a result of many structure-mapping alignments these metaphors get 

conventionalized and no structure-mapping process between source and target is 

needed. 

The structure-mapping hypothesis proposed by Gentner et al. (2001) is a model 

of conceptual metaphors in the spirit of Murphyôs Structural Similarity View (Murphy, 

1996). Murphy (1996, p.179; 195) comes up with an analogy-like theory of conceptual 

metaphors (structural similarity view) that is non-metaphoric in nature. On this view, 

there is also a conceptual similarity between the pre-existing representations of the two 

domains. Murphy (p. 180) adds that only conceptual metaphors can be explained by the 

structural similarity view proposed by him. 
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It is unclear what specific differences there are between the representational 

mechanisms of the CMT and Gentnerôs structure-mapping process. Murphyôs theory of 

Structural Similarity bears a resemblance to Gentnerôs Structure Mapping Theory, which 

can be the basis of Lakoffôs CMT. Gentnerôs structure mapping approach assumes an 

alignment process, which operates in a local-to-global fashion. This process creates a 

maximal match between the two domains. It remains a matter of future research to 

further investigate the exact representational mechanisms and differences behind the 

CMT and Gentnerôs analogical processing. As much as I have gathered from the 

literature, on Gentnerôs account metaphors are processed as analogies, however, no 

specific or distinct representational mechanisms have been proposed from the CMT side 

which may be inconsistent with Gentnerôs account. 

According to Gentner and colleaguesô structure mapping theory (2001), the initial 

semantic comparison between source and target domains is the same in novel 

metaphor and analogy comprehension. Note that in their theory, novel and conventional 

metaphors are processed differently. Novel metaphors are comprehended by structural 

alignment followed by comparison of source and target domain properties. Later in 

processing, property attributions are inferred and aligned. In the case of conventional 

metaphors, the source domain word can acquire a connotation, which speeds up the 

metaphor comprehension process. 

 

1.2.3. The Grounding of Metaphorical Concepts 

Given that abstract concepts are originated in concrete concepts, the question arises as 

to what motivates our metaphorical concepts. Studies in cognitive linguistics have 

suggested that conceptual structure is grounded in sensorimotor experience, and image 

schemas and motor schemas implement our conceptual processing (e.g., Lakoff & 

Johnson, 1999, p. 77). Image schemas, which emerge throughout sensorimotor and 

kinaesthetic activity, are pre-conceptual representations that provide the basic structure 

of many metaphorical concepts (Gibbs, 1996, 2004). 
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Importantly, image schemas, such as PATH, LINK, PART-WHOLE, PROCESS, 

COUNTERFORCE are not only spatial (analogical) representations, but they can also be 

conceived of as abstract representations. In a way, image schemas are like frames (e.g., 

Hampton, 2003). Abstract concepts do not inherently have image schematic 

representations, therefore they have to be structured by frames and image schemas. 

What it all means is that CMT can be made compatible with amodal theories of 

cognition, which propagate frames and abstract representations, such as image 

schemas, to structure and organize mental representations of abstract domains. 

Because image schemas are considered abstract representations, at least 

abstracted away from concrete modality-specific experience, further explanation is 

needed for the link between them and the concrete embodied experiences. Image 

schemas are abstract schematic gestalts because they arise from sensorimotor 

experiences, and second, they are abstract because they integrate information from 

different modalities. In the context of abstract representations and the CMT, the question 

arises whether analogical mappings or correspondences can be conceived of as 

abstract (amodal) representations. 

As for grounding of metaphors, the general and nontrivial question arises as to 

how the appropriate schemas are selected from a broad array of potential solutions and 

possibilities? The discussion of image schemas, frames, analogical mappings raises the 

question of the need of amodal mappings and abstract representations within the CMT 

framework. Crucially, however, this does not make the CMT ungrounded or does not 

falsify it. Also, it is unclear how and why correspondences are different from analogies or 

similarities. 

It is trivial that saying that correspondences or similarities are innate or given 

would not solve the question of the absence of representational mechanisms behind 

structure mapping. Lakoff and Johnson claim that image schemas derive from 

sensorimotor experiences pre-conceptually, which raises the possibility of their presence 

before concepts. A question related to real-time processing is whether image schemas 

are psychologically real entities in language processing. Richardson, Spivey, Barsalou, 

& McRae (2003), for example, tested if image schemas are real or they are just meta-
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cognitively accessible constructs as in their previous investigation (Richardson et al., 

2001). For a review on Richardson and colleaguesô experiments, see Chapter 1.3.1. 

To illustrate the grounding of an image schema, let us take the ANGER IS 

HEATED FLUID IN A CONTAINER metaphor12. On the basis of this conceptual 

metaphor, one can conjecture that anger has to do with hot fluid and the image schema 

CONTAINER. First, it is suggested that people have embodied experiences of 

containment (bathtubs, cars, and buildings) and that we perceive our bodies as being 

filled with substances. Second, we feel heat in our bodies when we are angry. Moreover, 

when we get even more angry, we perceive our bodies (which are conceptualized as 

CONTAINERS) as pressurized and about to explode. These two bodily experiences 

motivate the emergence of the conceptual metaphor ANGER IS HEATED FLUID IN A 

CONTAINER. This type of motivation for metaphors is called embodiment. 

It is suggested by cognitive linguists that ñprimaryò or ñprimitiveò metaphors, which 

emerge out of our embodied functioning in the world, such as HAPPINESS IS UP ñare 

motivated by universal correlations in bodily experienceò (Kºvecses, 2003, p. 3): ñwhen 

we are joyful, we tend to be up, moving around, be active, jump up and down, rather 

than down, inactive and staticò (pp. 3ï4). By embodied functioning, the universal 

physiological mechanisms and perceptual experiences are meant that build the basis of 

primary metaphors. Empirical evidence have also been provided for such an 

embodiment claim. For example, American and Brazilian students do not only talk of 

their desires in terms hunger (HUNGER IS DESIRE) but they also share common folk 

knowledge about hunger, which is correlated with their understandings of desire (Gibbs, 

2004, pp. 1198ï1207). 

Murphy (1997, p. 99), being sceptical about embodiment, points out that some 

metaphors such as LOVE IS A FINANCIAL TRANSACTION cannot be explained on the 

basis of bodily processes and experiences. He remarks that in this conceptual metaphor 

                                                           
12

 Some linguistic manifestations of this conceptual metaphor include His pent-up anger welled up inside 
of him, Bill is getting hot under the collar, Jimôs just blowing off steam, He was bursting with anger, She 
blew up at me (Gibbs, 1996). For an exhaustive writing on the conceptualization of anger, see Lakoff & 
Kövecses (1987). 
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the target domain (love) is much more embodied than the source domain (financial 

transaction) is. He adds that the present evidence for embodiment is inconclusive. Gibbs 

(2004, p. 1208) also admits that embodiment is not the only motivation for metaphors. It 

should be noted that there are other theories of metaphor other than the CMT or the 

Structural Similarity View, and that there are a lot of cognitive psychological experiments 

which have tested the assumptions of the CMT. 

 

1.2.4. Theories of Metaphor Processing 

ñThe figurative meaning of a 

metaphor is the literal meaning of the 

corresponding simileò 

- Davidson (1978: 38) 

 

The above quote introduces us to one aspect of the topic of this chapter: the meaning of 

metaphors and similes. However, other questions in metaphor comprehension are 

whether metaphors are understood as similes and whether they are understood via the 

activation of the literal meaning first. One theory, the Comparison Theory claims that 

metaphors carry the meaning of a simile (X is like Y) except for the omission of a 

comparative word (like) (Gentner et al., 2001). In other words, the Comparison Theory 

assumes that metaphors are implicit similes and understood as comparisons. 

For example, to understand the expression Az élet nem egy habostorta (óLife isnôt 

a piece of cakeô), a reader would infer the shared relation between life and cake (i.e., 

both are sweet, enjoyable). After this insight, the arguments of the relation would be 

spelled out (i.e., life with cake, live with eat, or experiences in life with tastes) to create 

analogies, such as life can be lived in an enjoyable way like a cake can be eaten in the 

same way. Or, experiences in life can be so sweet as tastes can be sweet when eating a 

cake. 

Thus, the Comparison Theory claims that metaphors are implicit similes and 

understood as comparisons. However, this claim should entail that a metaphor 
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consisting of the same words as its simile version should have the same meaning, given 

that (i) the two utterances share the same words and (ii) the Comparison Theory is true. 

Let us take the affirmative of the above example and its simile version: Life is a piece of 

cake (metaphor) and Life is like a piece of cake (simile). Intuitively, the metaphor means 

that life can and should be enjoyed as a piece of cake. Or, that life is easy in the slang 

interpretation of ópiece of cakeô. However, the simile version evokes a perceptual/literal 

reading, too: e.g., the diverse flavours, or the fact that the top of the cake is the tastiest 

part and the rest has a different flavour. In my view, this casts doubt on the conception 

that metaphors and similes share the same meanings. Also, if the two constructions 

shared the same meanings, then one of them would be redundant. 

This line of thought is consistent with recent findings; Roncero et al. (2012), for 

example, recorded eye movements as people read metaphors and comparable similes 

containing the same words. Measures indicated that metaphors were initially more 

difficult to process than similes: forward saccade lengths were significantly shorter in the 

metaphor than the simile condition. Second-pass eye-gaze data showed that more time 

were spent re-reading metaphor vehicles than simile vehicles, and also more 

regressions were measured. Roncero and colleagues also found that skilled readers had 

more initial difficulty processing metaphors than similes. 

Because the Comparison Theory has already been introduced in this thesis in 

Chapter 1.2.2. (under the name of Structural Analogy theory, structure-mapping 

hypothesis), therefore new aspects and alternative theories are to be presented next. 

In my view, metaphor is distinct from simile also in that it engages the process of 

search for identity, whereas simile comprehension engages the process of search for 

similarities. Such an intuitive difference between metaphor and simile is consistent with 

the findings of Roncero et al. (2012) who demonstrated that metaphors are more difficult 

to process in the first-pass phase of processing. However, such a difference does not 

yet mean that the two constructions have different meanings. Identity is hypothesized to 

be computed as mentally merging two entities, which may require more attention and 

might evoke distinct cognitive(/stylistic/emotional) effect, such as a new insight about an 
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entity, attributing a new property to an entity, qualifying the topic, or the feeling of 

surprise. 

Similarity, on the other hand, is computed via alignments between two entities 

(juxtaposition), with similarity hypothetically conveying less cognitive effect (e.g., 

expressing just a parallelism, rather than conveying a new insight about the topic). Also, 

similarity is a graded notion as opposed to identity. The metaphoric meaning will be a 

more powerful and more vivid picture than the one achieved by simile. Further, the point 

in metaphor is the force, the emphatic value, the profound effect beyond and rather than 

the parallelism of similes. What it all amounts to is that metaphors and similes may be 

processed differently from the early phase of processing on because the two linguistic 

devices evoke different cognitive effects. A metaphoric image is more vivid or powerful, 

whereas simile just illustrates parallelisms. 

In contrast to the Comparison Theory, the Pragmatic Model (e.g., Searle, 1979) 

assumes that the comprehension of metaphors involves three major stages: (i) first the 

activation of the literal interpretation; then (ii) the realization that the literal interpretation 

is defective, and (iii) the search for an alternative meaning (speakerôs meaning). There 

is, however, no consensus among researchers on how the meaning of a metaphor is 

achieved. A processing prediction from the pragmatic model is that metaphors should 

take longer to process than literal sentences because metaphors would require the 

search for non-literal meanings. However, most studies have failed to find a processing 

difference between metaphors and literal sentences, in particular when the metaphors in 

question were familiar (Bowdle and Gentner, 2005; Gentner et al., 2001). 

A third theory, Categorization Theory, as its name suggests, assumes that 

readers comprehend metaphors through categorization processes, which are distinct 

from comparison processes used to process similes (Glucksberg, 2003). For example, 

when comprehending Life is a piece of cake, certain properties of cakes are interpreted 

as being true of life. 

A prediction of Categorization Theory is that comparison processes during the 

interpretation of novel similes are slower than categorization processes during the 
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interpretation of novel metaphors because comparing two items is harder than 

accessing only a sub-set of vehicle attributes. These vehicle attributes consist of 

abstract attributes. 

This conception is consistent with Gernsbacher and Robertson (1999) and 

Keysar (1994), who claim that metaphor comprehension involves the suppression of 

irrelevant concrete attributes and the enhancement of attributes that support the 

metaphorical meaning. For example, understanding the metaphor My lawyer is a shark 

involves the activation of the metaphorical shark-properties, such as óviciousô or 

ótenaciousô, while the literal shark-properties, such as ófast swimmerô, óhas finsô, or óhas 

sharp teethô are suppressed. To sum up, Categorization Theory hypothesizes that novel 

similes are comprehended slower than novel metaphors, and novel metaphors are 

comprehended via categorization processes, while novel similes via comparison 

processes. 

The Career of Metaphor theory (Bowdle and Gentner, 2005), which has already 

been addressed, assumes that novel metaphors engage comparison processes, 

whereas familiar metaphors activate categorization processes. The next sub-chapter 

details cognitive psychological experiments that investigate (i) the activation of concrete 

representations during metaphor comprehension, as predicted by the CMT, and second 

(ii) which are aimed at testing alternative metaphor theories. 

This Chapter intended to present theories of metaphor processing. It has also 

been suggested that metaphors and similes are not comparable in terms of meaning 

and processing resources. However, further research is needed to clarify this proposal. 

 

1.3. Experimental Evidence 

1.3.1. Behavioural Studies 

Since the CMT is based exclusively on cognitive linguistic analysis and thought 

experiments, cognitive psychological experiments have been conducted towards the 

testing of the psychological reality of the CMT. These experiments have partly 

supported, partly refuted the tenets of the Metaphor Theory. The main question to ask is 
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whether concrete representations are activated during normal language processing, or 

not. A more sophisticated question is the determination of the circumstances (discourse 

context, environmental context, task demand nature, etc.) under which these 

representations are activated. 

It is also crucial to bear in mind that the activation of concrete representations 

may not clearly speak for the strong version of the CMT which claims that concrete 

representations are conceptual features. By conceptual feature, we mean that a feature 

or representation is an inherent part of the representation of a concept. 

Recent experimental studies have investigated the question whether 

understanding spatial sentences recruits concrete spatial representations. In an online 

experiment conducted by Kaschak and his colleagues (Kaschak et al., 2005), subjects 

listened to spatial sentences (e.g. ñThe car approached you.ò) that they had to judge as 

sensible or non-sensible, while they simultaneously viewed black-and-white stimuli that 

produced the perception in the same (congruent) or in the opposite direction 

(incongruent) as the action specified in the sentence. Response times (RTs) were faster 

in the second case (2), while RTs were slower in the first case. 

  Kaschak et al. (2005) argue that the slower RTs in the first case (congruent 

direction) may be due to a neural mechanism: the perceptual stimuli presented on the 

screen engage the same processing mechanisms needed to simulate sentences, and 

this causes interference in processing. That is, if the same direction of motion is 

simulated on the screen as specified in the sentence, then the two representations 

interfere, which results in slower RTs. Kaschak and colleagues conclude that this result 

pattern shows that the processing of sentences encoding motion automatically results in 

mental simulation of motion. 

An alternative explanation, namely that a third type of transient representation 

between image and language is activated, is not stated in Kaschak et al. (2005). This 

representation would mediate between spatial (perceptual) representations and 

language. It may also be that image perception (spatial representations) subconsciously 

and unwillingly activates the spatial representations in/behind the sentences describing 
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motion in space, but this phenomenon might not appear in other situations. It is also 

conceivable that the presence of the visual stimuli in the experiment causes the effect. It 

is also crucial to emphasize that such embodiment experiments may not inform us about 

conceptual or lexical representation but rather they can be interpreted in a framework of 

co-occurring modality-specific and lexical representations. 

 Zwaan, Madden, Yaxley, & Aveyard (2004) have also come to the same 

conclusion as Kaschak et al. (2005) that language comprehension involves dynamic 

perceptual simulations. In an online experiment, participants heard sentences describing 

the motion of a ball either toward or away from the observer (e.g. ñThe pitcher hurled the 

softball to youò). After the offset of the sentences, two pictures of balls were sequentially 

presented. The difference in size of the balls evoked a sense of motion either toward or 

away from the observer (the two pictures were presented sequentially with an interval of 

175 ms). 

RTs were faster when the simulated motion on the screen matched the motion 

specified in the sentence (congruent). Crucially, Zwaan and colleagues revealed a 

match advantage effect, while Kaschak and colleagues a mismatch advantage effect. 

This may seem to be a conflict at first sight; however, this contradiction can be resolved: 

in the experiment conducted by Zwaan and colleagues, sentence stimuli and picture 

stimuli were presented consecutively, while in Kaschak et al. they were presented 

simultaneously. In other words, congruence has facilitation dominance in consecutive 

settings, while it can also exert an inhibitory effect in simultaneous settings. However, 

this is not a principle because effects can depend on many factors beyond the 

synchrony of presentation (course of presentation), such as the modality of presentation 

(intra- or intermodal). For a deeper discussion of this question, see Bergen (2007). 

All in all, the experiment of Zwaan and colleagues also supports the hypothesis 

that perceptual representations are simulated during online language comprehension. 

Here, again, we have to consider another alternative explanation, namely that it was 

only image perception that motivated perceptual simulation in language. 
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Richardson, Spivey, Edelman, & Naples (2001) have found offline experimental 

evidence for image schemas13 of concrete and abstract verbs. They surveyed one 

hundred and seventy-three participants to see if their spatial representations of concrete 

(e.g. push and lift) and abstract (e.g. argue and respect) verbs (altogether 30 verbs were 

used in the experiment) were similar. In a forced-choice paradigm, participants had to 

select one image schema (out of four simple image schemas) that best described the 

meaning of the given verb. On average, about two third of the participants chose the 

same image schema for the particular verb. Richardson and his colleagues repeated the 

experiment with free-form drawing tasks to see if the results gained from this 

experimental design converge with that of the forced-choice paradigm. They found 

considerable similarities in the image schemas that participants selected and drew. 

However, it is crucial to underline that participants in Richardson and colleaguesô 

(2001) study came from the same cultural and SES (socioeconomic status) background 

(Cornell University undergraduates), which raises the question whether the similarities in 

schematic depictions may be attributable to these factors, rather than to universal 

embodied representations. In my view, it may well be the case that participants from 

other cultures have different schematic representations, but the study just wants to show 

that there is a stable agreement in schematic representations among participants. 

However, it is true that there is variance at the cultural level. For example, different 

cultures conceptualize time differently than the Judeo-Christian pattern: in the Aymara 

language the future is behind ego, the past is in front of ego (Núñez and Sweetser, 

2006), or the past is up and the future is down in Mandarin Chinese (Boroditsky, 2001). 

I firmly agree that such variance could in principle speak against the universality 

of embodied representations. Yet, it may also be the case that cultural and 

environmental factors determine and structure embodied representations. Therefore, 

more refined versions of embodiment are needed, such as ócultural embodimentô, which 

                                                           
13

 The term image schema comes from Mark Johnson. Image schemas are pre-conceptually structured 
representations that emerge mainly from our bodily interactions. Many modal theorists claim that image 
schemas establish patterns of understanding and reasoning, and that they are activated during online 
language use. For example, a bathtub is conceived of as a CONTAINER. The linguistic manifestation of 
this representation is the expression in the bathtub. We can find further examples for the CONTAINER-
schema in abstract language: in June, in love with somebody, in debt, etc. For a review of image schemas 
and metaphorical meaning, see Gibbs (2004, 1192ï1196). 
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synthesize universal cognitive bases with sociocultural factors. The fact that words, like 

ódepressionô or óconceptô are seemingly not embodied in English (because they are 

abstract and opaque in English), does not necessarily mean that English speakers do 

not conceptualize them in terms of embodied representations. The Hungarian 

equivalents, levertség and fogalom do show signs of embodied meaning (they encode 

the roots ódownô and ógraspô, respectively). The very fact that English phrases associated 

to ódepressionô (feel down, downcast, etc.) and óconceptô (grasp the idea) are embodied 

shows that these concepts themselves are also embodied and that English speakers 

also think in similar terms as Hungarian speakers. 

Regarding Richardson et al. (2001) from the critical perspective of embodiment, I 

found the choice of paradigm confusing. The forced-choice paradigm presupposes the 

existence of underlying schematic representations while leaving out the possibility that 

the underlying representation may not be schematic but rather amodal or non-spatial. It 

would be interesting to see how many participants would not associate any spatial 

representation to concrete or abstract concepts, such as those in their study. 

However convincing the results of Richardson et al. (2001) might be, it is still 

unclear whether image schemas are components of linguistic representations of verbs 

and not just meta-linguistic abstractions. Therefore, Richardson, Spivey, Barsalou, & 

McRae (2003) tested the claim that image schemas are not just meta-cognitively 

accessible constructs. They predicted that comprehending a sentence with a 

vertical/horizontal verb interferes with participantsô visual stimulus discrimination. For 

example, after comprehending a sentence with a vertical verb (e.g. ñThe strongman lifts 

the barbellò), participantsô discrimination of a circle or square in the top or bottom 

locations of the screen (along the vertical axis) is inhibited, and vice versa. This 

interference effect was confirmed in this experiment, which provides further evidence for 

the claim that spatial representations are activated by verbs. 

Overall, these experiments all seem to support the perceptual simulation 

hypothesis, however, the question whether abstract expressions (those not describing 

spatial language) also (and always) recruit perceptual simulations is still left open. It is 

still unclear whether concrete representations, such as spatial representations, are part 
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of the conceptual representation, or not. It is also possible that modality-specific 

simulations are excluded from conceptual representations, and that the effects revealed 

in cognitive psychological experiments are co-occurring in an epiphenomenal manner. I 

will return to this critique later in this dissertation in Chapter 1.5. The next sub-chapter 

focuses on one particular field of investigation, the abstract concept of time in the light of 

experimental results. The abstract domain of time is a fruitful field to test the strong 

version of the Embodiment Hypothesis. 

 

1.3.2. The Case of Space and Time 

The case of space and time is a famous field of investigation. The CMT proposes that 

we understand time in terms of space. This statement is based on cognitive linguistic 

data analyses and thought experiments. Several  cognitive psychological studies have 

found spatial influence on the processing of time (e.g., Alloway et al., 2001; Boroditsky, 

2000, 2001; Boroditsky & Ramscar, 2002; Gentner, Imai & Boroditsky, 2002), yet the 

question as to whether space is always necessary for temporal thinking is still unsettled. 

Kemmerer (2005) claims that ñthere is no evidence that spatial schemas are absolutely 

necessary for temporal reasoningò. Boroditsky (2000, p. 16) also concludes that her 

findings support the weak view of Metaphoric Structuring. 

The CMT claims that we always need to access the concrete domain of space in 

order to think about time: ñTry to think about time without any metaphors we have 

discussed [é] We have found that we cannot think (much less talk) about time without 

those metaphors.ò (Lakoff and Johnson, 1999, p. 166) 

First, let us look at the language system. It may be tempting to think that temporal 

prepositions are inherently spatial preposition. However, there are a few exceptions 

where the linguistic manifestation of the Conceptual Metaphor TIME IS SPACE does not 

reflect metaphorisation14: ago, during, Hungarian ïkor (temporal óatô), German binnen 

(temporal ówithinô), für (óforô), seit (ósinceô), während (óduringô) ï which are not spatial 

                                                           
14

 Does the existence of these exceptions imply that we can think about time without visualizing any 
spatial schemas?  
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prepositions. What kind of spatial representation is activated when we process, for 

example ago? 

There are two problems with the extreme view (the strong version of the 

Embodiment Hypothesis) that we cannot think about time without space. First, it is 

based solely on linguistic data, which have indeed proved the cognitive linguistic validity 

of this claim, and thought experiments. Second, it does not make a distinction between 

conceptualization patterns and thinking processes. That is, it presupposes that since we 

conceptualize, for example, seasons as CONTAINERS, we necessarily have to think 

about them that way too. 

In order to test the claim whether temporal prepositions are represented 

separately, Kemmerer (2005) tested four brain-damaged subjects on their knowledge of 

English spatial and temporal prepositions. He found that two of them performed well on 

the test of temporal prepositions but failed on the same spatial prepositions. The other 

two patients exhibited the opposite dissociation: they understood the spatial prepositions 

but couldnôt make sense of the temporal prepositions. The same prepositions were used 

in both spatial and temporal meanings, e.g.: The cap is in / on / beside the chair. It 

happened through / on / in 1859. This double dissociation suggests that understanding 

temporal prepositions does not require establishing structural alignments between the 

domain of space and the domain of time, as predicted by the CMT. 

However, Kemmererôs ingenious method presupposes that being able to select a 

sensible preposition amounts to knowing and understanding that preposition. That is, 

selecting in instead of through or on (in the sentence: It happened through / on / in 

1859.) entails that the person understands and can produce temporal expressions with 

in. Can it be the case that the frequency of having seen in with dates is so high (as 

opposed to on) that patients selected the matching prepositions as a result of a visual 

stereotype? This alternative explanation of Kemmererôs results has its shortcomings, for 

it may well be that sensibility judgements (in 1859 is sensible as opposed to on 1859) 

are tantamount to understanding processes. However, a counterargument to this 

counterargument would be that given this scenario, there would not be a double 

dissociation if the effect were purely frequency-driven. Therefore, Kemmererôs finding is 
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considered one of the few results refuting the strong version of the Embodiment 

Hypothesis. 

On the weak version of metaphoric representation, temporal prepositions and, of 

course, suffixes in some languages, as in Hungarian, have their own lexicalised 

meanings. On this view, we can understand temporal prepositions without having 

access to the corresponding spatial schemas (cf. Career of Metaphor for the same 

finding, Gentner et al., 2001; Bowdle & Gentner, 2005). These spatial schemas can, 

however, influence the understanding process but they are not necessary for the 

understanding. On this weak version, the domain of time is not structured by the domain 

of space. Boroditskyôs weak version of the Metaphorical Structuring View (2000, pp. 3ï

4), however, differs from the weak version of metaphoric representation (Murphy, 1996) 

in that it does not allow pre-existing representational structures. It acknowledges that 

temporal expressions become conventionalized with time and frequent use, and that the 

mappings between the two domains become redundant (p. 4), but at the same time it 

also endorses the view of the CMT that an abstract domain is structured by a more 

concrete domain. 

Boroditsky (2000, 8ï11) found in on offline experiment (Experiment 1) that spatial 

schemas (the ego-moving and the object-moving schemas) influenced the interpretation 

of an ambiguous temporal statement (ñNext Wednesdayôs meeting has been moved 

forward two days. Which day is the meeting now that itôs been moved?ò). The ego-

moving spatial schema refers to a spatial representation in which the ego is dynamic 

and moving in space, e.g., Iôm approaching the station, while the object-moving schema 

describes a spatial representation in which the ego is static and on object is moving, 

e.g., The bus is approaching me. Crucially, these two spatial schemas have their 

abstract time-related correspondences (time-moving schemas). For example, by 

analogy, we can say that The deadline is approaching, which is consistent with the 

object-moving schema in which we, that is our ego, were static and the deadline was 

ñcomingò towards us. 

Participants answered prime-consistently. That is, those who were primed 

according to the ego-moving scheme tended to interpret the question in the ego-moving 
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perspective. On the other hand, those who were primed in the object-moving scheme 

tended to interpret the question in the time-moving perspective, as if time was moving 

towards them. Those who were not prime at all interpreted the question variously (45.7% 

said Monday, and 54.3% answered Friday). These findings allow us to conclude that the 

ego/object-moving distinction does have a psychological reality during the processing of 

time (ego/time-moving). 

Szamarasz and Babarczy (2008) also tested a similar ambiguous temporal 

sentence in Hungarian as Boroditskyôs sentence (2000), such as Tekerd két perccel 

elŖbbre, ott lesz. (óWind it forward two minutes, youôll find it thereô ï referring to the 

search of a track on an old-school magnetic tape in a cassette). The baseline condition 

in the Hungarian experiment, however, showed that the perspective preference is not 

strictly 50-50%. Surprisingly, Szamarasz and Babarczy got the opposite result pattern in 

Hungarian than Boroditsky when testing those participants who have just got off the train 

at a railway station. 

Their results show that participants in the train condition, which is consistent with 

the ego-moving perspective, responded according to the órewindô interpretation of the 

sentence, which is consistent with the object-moving perspective. This reverse finding is 

counter-intuitive because we would expect participants after an ego-moving train ride to 

respond according to the ówind forwardô interpretation (ego-moving perspective). Thus, 

the Hungarian experiment does not confirm Boroditskyôs results. 

Boroditskyôs second offline experiment (Boroditsky, 2000, 11ï17) investigated if 

spatial schemas are necessarily accessed in thinking about time. In order to answer this 

question, we would need to determine if the priming effect described in Experiment 1 is 

also found in the reverse direction (time-to-space). If this were the case, then we could 

conclude that the abstract domain of time is necessarily understood in terms of space. 

A two-page questionnaire was constructed. The first page always contained 

TRUE/FALSE schema priming questions, while the second page contained ambiguous 

target questions. In order to investigate whether the priming effect is symmetric between 

the domain of space and the domain of time, four levels of transfer type were 
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established: (i) space-to-space, (ii) space-to-time, (iii) time-to-time, (iv) time-to-space. 

The TRUE/FALSE schema priming questions were the ego-moving and the object/time-

moving schemas. 

A symmetric priming effect would mean that spatial schemas prime temporal 

thinking ((ii) space-to-time), and temporal thinking also primes spatial thinking ((iv) time-

to-space). The results of this experiment show that participants were indeed influenced 

by spatial schemas (as in Experiment 1) when thinking about time (63.9% consistent) 

but were not influenced by temporal primes when thinking about space (47.2% 

consistent) (Boroditsky, 2000, p. 14). This asymmetric priming effect, thus, supports the 

weak version of Metaphoric Structuring that claims that spatial schemas may help in the 

processing of time but they are not obligatory (activated). 

In a series of other experiments on time, Boroditsky (2001) proved that English 

and Mandarin speakers talk and think about time differently. In English, there are 

predominantly horizontal metaphors (e.g., before/after June, from June, etc.), whereas in 

Mandarin Chinese there are vertical metaphors (e.g., the last month is the ôup-monthô, 

the next month is the ôdown-monthô). In one study, Mandarin speakers tended to think 

about time vertically even when they were thinking for English. Subjects were presented 

vertical and horizontal primes. A target sentence was, for example: March comes earlier 

than April. Mandarin speakers answered this statement faster after vertical primes, and 

the reverse was true for English speakers. 

Again, as in connection with Richardson and colleaguesô (2001) study, the 

question arises if deviance from the English conceptualization pattern speaks against 

embodied cognition. That is, given that all humans have the same body plan and 

sensorium, spatial representations for time should be universal. However, the refutation 

of embodied cognition would mean the absence of embodied representations, rather 

than culture-specific diversity in spatial representations. It is true that the body serves as 

the basis for embodied representations but there may be other factors, such as culture 

or the environment, which may alter embodied representations in different settings. 

Variance at the cultural level may indicate that humans are not predisposed for 

the exact structure of embodied representations, they may only be born with the 
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capacity to establish embodied representations without the exact outcome or form of 

these representations at the outset. In other words, the TIME IS SPACE conceptual 

metaphor is universal but deviations from this metaphor may occur at the cultural level. 

Embodied cognition just claims that the way how representations are established 

is embodied; diversity is reflected in the culture-specific embodied solutions. The notion 

of óembodimentô can mean either of the two things: it can refer to the capacity which 

uses the body (parts of the body) and the brain, or other embodiment theorists say that 

embodied mental capacities are those that depend on mental representations or 

processes that relate to the body (e.g., Glenberg and Kaschak, 2003). Saying that the 

abstract concept of time is not embodied is tantamount to saying that there are no 

mental representations or processes associated to time that are related to the body. 

What can be the representational mechanisms behind spatial metaphors, such as 

óconnections between ideasô or óupward spiralô? Taking image schemas, which are 

abstract schematic gestalts, we already know that spatial metaphors all share image 

schemas in common. Therefore, first, we can therefore conjecture that image schemas 

are abstracted from concrete concepts (e.g., a concrete upward-moving spiral) and they 

are projected onto an abstract concept (e.g., óhappinessô). What we get is the metaphor 

óI got into an upward spiralô. Further, óupwardô evokes the HAPPINESS IS UP metaphor. 

Second, however, in my opinion image schemas themselves are not sufficient to 

the representation of spatial metaphors. For example, just projecting the upward image 

schema to the target domain of óhappinessô, as in the case of the metaphor óI got into an 

upward spiralô is not enough. Emotional affective states (Winkielman et al., 2008) and 

introspection (Barsalou, 1999; Barsalou and Wiemer-Hastings, 2005) are also needed. 

Were they not needed, it would be hard to predict what metaphors emerge and what 

metaphors do not surface at all. For example, when we are in an upward spiral we 

experience uplifting and progress. This feeling is controlled by an external force, which 

lifts us higher. Therefore, the existence of image schemas themselves do not explain 

why the expression óan upward spiralô is possible to describe happiness but óan upward 

arrow/lookô is not. Further, the fact that this spatial metaphor is non-existent in 
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Hungarian, at least not with the word spiral in it, further renders the exclusive role of 

image schemas in metaphorisation implausible. 

Third, clearly, based on the above line of thought an integrative view should be 

adopted which uses both symbolic (amodal) and embodied (spatial, affective, etc.) 

representations. Hamptonôs (2003) frames offer a solution by rendering concepts more 

flexible representations by retaining the psychological reality of prototypes. Such frames 

may provide a more powerful cognitive basis for metaphors and would also help to 

explain variation in metaphor use. Lastly, some theories even posit amodal symbols of 

spatial relations, such as ABOVE, or LEFT-OF. 

To conclude, the experiments on time and space (Boroditsky, 2000; Kemmerer, 

2005, Szamarasz and Babarczy, 2008) point to the conclusion that the strong version of 

the Embodiment Hypothesis within the CMT framework does not have a cognitive 

psychological reality. However, it is possible that the theory is tenable in child 

developmental, language historical and meta-thinking perspective. Finally, the following 

chart summarizes the main the views on the representation of conceptual knowledge: 
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Figure 4. An Overview of Theories on Conceptual Knowledge 

 

1.4. The Embodiment Hypothesis 

It is crucial to emphasize that CMT falls under Embodiment theories because CMT 

proposes that embodied representations are recruited through the process of 

metaphorisation. However, there are other embodiment theories outside CMT that 

should be addressed here. 

In terms of cognitive neuroscience, the Embodiment Hypothesis has been supported 

by observations that sensory and motor neural representations ground cognitive 

processes. The Embodiment Hypothesis has been seemingly supported by the mirror 

neuron hypothesis to some extent (Cattaneo and Rizzolatti, 2009; Rizzolatti and 

Craighero, 2004, for a review in Hungarian, see Kemény, 2007). Some even claim that 

Theories on Conceptual Knowledge 

Non-representational approaches Representational approaches 

Amodal Theories 

Metaphoric Structuring View Structural Similarity View 

Weak Version of Metaphoric 

Representation 

Strong Version of Metaphoric 

Representation 

Modal Theories 



44 
 

the mirror neuron hypothesis can be conceived of as the neural version of embodied 

cognition. 

According to the mirror neuron hypothesis perception and thinking is embodied in the 

sense that they are implemented in the same motor systems that are recruited when 

implementing motor actions. The main idea of the mirror neuron hypothesis is that 

understanding actions of others, either by observation of their actions or through words 

encoding actions, activates mirror neuron ensembles. 

However, the mirror neuron hypothesis cannot be seen as strong evidence for 

embodied cognition because it can be argued that mirror neurons reflect the conclusion 

of action interpretation rather than simulation. Csibra (2007) claims that activation of the 

mirror system is the result of action interpretation outside the mirror system, and that this 

activation serves the purpose of anticipation of on-going actions and has predictive 

value, further, it can have action coordination function. 

Similarly to Csibra, the simulation interpretation of neural resonance has been 

criticized on similar grounds. Jacob and Jeannerod (2005), for example, claim on 

theoretical grounds that there are reasons to doubt mirroring could suffice for 

understanding emotions, actions, or intentions. Their argumentation goes that action 

understanding seems to require a more abstract representation than motor 

representation, that is, some form of conceptual processing because one type of action 

can be implemented with different movements and different types of actions can be 

implemented with one and the same movement in different contexts. 

Most approaches in embodied cognition focus on simulation, which is the process by 

which concepts re-evoke perceptual and motor states. These neural and mental states 

are also activated during real perception and action. 

It should also be noted that embodied cognition refers not only to domains, such as 

memory, language (the representation of concepts), emotions, time perception, and 

decision making, but also extends to developmental psychology, social cognition, theory 

of mind, philosophy, education, psychiatry, artificial intelligence, or therapy. 
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1.4.1. Behavioural Evidence for Embodied Cognition 

Behavioural evidence in support of embodied cognition emphasizes communications 

between sensory or motor systems and conceptual processing (Glenberg and 

Robertson 2000; Barsalou 1999; Fischer and Zwaan 2008). A number of behavioural 

experiments have shown that sensory-motor representations modulate higher cognitive 

functions and processing, such as language processing. This Chapter presents the 

results of some of these experiments. 

Stanfield and Zwaan (2001) asked participants to decide whether pictures 

depicted the actions described in sentences previously presented. The actions 

described either a vertical or horizontal orientation, such as driving a nail into the wall or 

into the ceiling. Results showed that subjects responded more quickly to the pictures 

that described the same orientation as the action described. Stanfield and Zwaan (2001) 

conclude that participants activated perceptual imagery of the action described in the 

sentence and this causes the effect. Their conclusion, however, does not necessarily 

confirm the strong version of the Embodiment Hypothesis because it may be the case 

that image generation is post-conceptual and operates after critical semantic access. 

Richardson et al. (2003), for example, have shown a direct connection between 

perceptual and conceptual representations. They demonstrated that comprehension of 

verbs that encode horizontal or vertical schemas, such as push, evokes spatial 

representations. The processing of such verbs interacted with shape discrimination 

along the horizontal or vertical axis. Other investigations also demonstrate that motion 

words affect the detection and perception of visual motion (Zwaan and Taylor 2006, 

Kaschak et al. 2005). 

Pecher et al. (2003) revealed a modality-switching cost in a linguistic task in 

which subjects verified verbal sentences involving one modality, such as the statement 

that óleaves rustleô, more rapidly after verifying a statement involving the same modality, 

such as óblenders make noiseô, than after verifying a statement involving a different 

modality, such as ócranberries are tartô. Results are interpreted as showing that words 

activate their modalities. 
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Glenberg and Kaschak (2002) demonstrated that judgments on sentences like 

Courtney handed you the notebook or You handed Courtney the notebook, were 

affected by participantsô motion (whether they moved towards or away from their own 

body in making their responses). What it amounts to is that comprehending these 

sentences involves simulating the motor action being described. 

Scorolli and Borghi (2007) asked subjects to judge whether sentences containing 

a verb and a noun made sense. Participants had to respond either by pressing a pedal 

or speaking into a microphone. The verbs described actions that were performed with 

the mouth, hands, or the feet. Results showed that response times with the microphone 

were fastest with sentences encoding ñmouth-verbsò and response times with the pedal 

were fastest with sentences encoding ñfoot-verbsò. 

The general interpretation of this experimental evidence is that words evoke 

analog perceptual and motor representations that are associated with the real world 

referents of the words that they refer to. It is usually concluded that the evocation of 

sensory and motor information is a simulation that constitutes word meaning (Kaschak 

et al., 2005). The experiments are usually interpreted in the Embodiment framework; 

however, critical points can be made about the validity of these claims. Chapter 1.5., A 

Critical Look at Embodied Cognition Effects in General, is going to detail some of these 

critical points. In the next Chapter, neuroscience evidence is discussed that seem to 

support the Embodied Cognition paradigm. 

 

1.4.2. Neuroscience Evidence for Embodied Cognition 

Neuro-scientific evidence in favour of the embodied cognition framework are usually 

supported by neuroimaging, electrophysiological (ERP and MEG), transcranial magnetic 

stimulation (TMS), and lesion studies. Damasioôs convergence zones (Damasio, 1989) 

theory unifies embodied cognition with amodal representations on neurobiological basis. 

Damasioôs conception is based on two neural components. The ýrst one is that 

representations of sensory and motor attributes reside in lower unimodal sensory and 

motor association cortices, and second that amodal convergence zones synchronise 
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time-locked activations of these representations. The two aforementioned brain regions 

contribute to the meanings of events and entities, that is, meaning is not represented in 

one location of the brain, but rather represented distributionally. 

In the field of neuropsychology, Grossman and colleagues (2008) demonstrated 

that patients with amyotrophic lateral sclerosis (ALS), which is a neurodegenerative 

disease of motor neurons in the nerve cells in the brain and spinal cord that control 

voluntary muscle movement, have difficulties with action words, and that this condition 

correlates with atrophy of motor cortex. Patients performed word-description matching 

and associativity judgements with actions and objects. They had greater difficulty with 

verbs (knowledge of actions) than nouns (knowledge of objects), and performance on 

verbs correlated with cortical atrophy in the motor cortex. Atrophy in the premotor cortex 

correlated only with impaired knowledge of action words. Grossman and colleagues 

conclude that action features are represented in the motor cortex. 

Kemmerer et al. (2008), for example, investigated neural activation patterns using 

fMRI while participants made semantic similarity judgments on five different categories 

of verbs, which included verbs of running, speaking, hitting, cutting, and changes of 

state. Kemmerer and colleagues found different brain-topographic activations for these 

different verb categories in modality-specific areas of the brain. The relevant areas 

correspond to those areas of the brain that are also active when performing non-

linguistic tasks. The results are suggestive of an embodied cognition account, however, 

the semantic similarity task raises the question whether the results are artefacts and 

such brain areas would not be recruited during normal language processing. 

Recent neuroimaging (fMRI) and EEG research by Kiefer et al. (2008), for 

example, confirms that acoustic features constitute the conceptual representation of 

sound-related concepts, such as ótelephoneô. Kiefer and his colleagues measured ERPs 

while subjects performed lexical decisions on visually presented words. Their results 

show that words that denote objects for which acoustic features are highly relevant (e.g., 

ótelephoneô) rapidly activate cell assemblies in the posterior superior and middle 

temporal gyrus (pSTG/MTG) that are also activated when listening to real sounds. 
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Importantly, activity in the left pSTG/MTG had an early onset of 150 ms, which 

suggests that the effect has a conceptual origin rather than reflecting late post-

conceptual imagery because pre-lexical processes, such as visual word recognition, 

operate in this time-window. In other words, the results of Kiefer et al. (2008) support the 

strong version of the Embodiment theory (e.g., Lakoff and Johnson, 1980, 1999) in that 

they show that the understanding of language referring to auditory phenomena is 

grounded in auditory representations. The results of Kemmerer et al. (2008) and Kiefer 

et al. (2008) may point to the conclusion that sound-related language automatically 

evokes auditory representations, which is the research question in Thesis 4 (Chapters 

3.4 and 3.5.). 

Pulvermüller and colleagues (2005) used transcranial magnetic stimulation (TMS) 

over left hemisphere motor regions while participants made lexical decisions about 

action words related to the hand (e.g., pick) or to the leg (e.g., kick). They showed a 

signiýcant interaction between locus of stimulation and reaction times to the types of 

action words on which lexical decisions were made. The results are compatible with an 

embodied cognition account. Although, again, the question arises whether these effects 

can be epiphenomenal in the sense of Mahon and Caramazza (2008). This critique shall 

be discussed in more detail in Chapter 1.5 later. 

The afore-mentioned evidence for embodied cognition (Kemmerer et al., Kiefer et 

al., Pulvermüller et al.) all point to the conclusion that knowledge is represented 

modality-specifically in the brain. Importantly, fMRI investigations have confirmed that 

this modality-specific representation is not only specific as it has been shown in the 

studies before but also distributed globally in the brain as a function of modalities 

involved. So, for example, Martin (2001) and Martin and Chao (2001) showed using 

neuroimaging that an object concept is represented as a distributed circuit of property 

feature representations across modality-specific regions in the brain. As the conceptual 

representation of an object is accessed, modality-specific areas are activated that 

respond to the properties of that object. 

Importantly, Martin and Chao (2001) suggest that ñcategory-specificò activations 

in the brain reflect neural activity that is also part of the specific representation of other 
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objects (Martin and Chao, 2001). On this account, the representation of an object 

category is not restricted to a specific anatomical area, but rather the representation is 

widespread, that is, distributed across several distinct cortical networks. To emphasize 

again, Martin and Chao propose that category-related activations represent the retrieval 

of feature representations shared by exemplars of that category, rather than the retrieval 

of categories themselves. This conclusion is in line with several other accounts, such as 

Damasio (1989), or Rogers et al. (2005). 

Finally, it is also interesting to see that today modal and amodal theories are not 

mutually exclusive but rather, amodal symbols are incorporated in some neuroscientific 

theories of semantics. For example, Bozeat et al. (2000) propagate a model of 

semantics which incorporates both amodal and modality-specific representations. Such 

models propose an amodal semantic hub, sometimes referred to as the ñsemantic hubò 

hypothesis, in which different inputs from modality-specific areas converge. Bozeat and 

colleagues showed that this hub, which incorporates the anterior temporal lobe (ATL) 

regions, forms amodal semantic representations, which follows from the observation that 

there is a significant item-specific consistent deficit between different input and output 

modalities in semantic dementia (SD) patients with bilateral ATL atrophy. Patients with 

SD have an amodal semantic impairment which affects their comprehension of verbal 

stimuli, picture stimuli, faces, objects, and sounds. 

The role of the ATL regions is to form amodal representations and make 

generalizations based on semantic similarities. Importantly, the detection of such 

semantic similarities is domain-general rather than active only in one specific domain. 

Further evidence for the existence of a semantic hub in the ATL regions comes 

from neuropsychological investigations (e.g, Lambon Ralph et al., 2007). Patients with 

herpes simplex virus encephalitis (HSVE), which produces bilateral frontotemporal 

damage, display similar semantic deficit patterns as patients with semantic dementia 

(SD) based on an investigation by Lambon Ralph et al. (2007). They report a 

comparison of semantic deficit in SD and HSVE. 



50 
 

According to the semantic hub hypothesis, the core of semantic processing is 

some amodal representation, which may be connected to modality-specific 

representations. These may be ignited in certain tasks when particular concepts are 

instantiated. 

This semantic hub hypothesis is similar to Damasioôs convergence zone 

hypothesis (1989). The semantic hub in ATL may be similar to Prinzôs (2002) conception 

of standing knowledge, which is information stored in long-term memory. Importantly, 

the semantic hub does not code explicit semantic content, it just abstracts away from 

modality-specific representations. Arguments and empirical evidence for the existence of 

such amodal hubs is presented, for example, in Chapter 3.1. or in Fekete (2010). 

 

1.5. A Critical Look at Embodied Cognition Effects in General 
ñ... sensory and motor 

information plays, at best, a 

supportive but not necessary 

role in representing conceptsò 

- Mahon and Caramazza (2008, 

67) 

 

Embodied cognition has also received some critiques (Dove 2009; Mahon and 

Caramazza 2008). The interpretation of experimental effects supporting embodied 

cognition is still unclear. It might be the case that these effects emerge after semantic 

analysis and that activity in sensory-motor regions of the brain revealed in many 

experiments could be the result of spreading activation from amodal conceptual 

representations to sensory and motor systems (Mahon and Caramazza, 2008). Mahon 

and Caramazza emphasize that the empirical decision between embodied and amodal 

theories is very difficult because amodal symbols may well reside near modality-specific 

areas. It can also be the case that the effects would not emerge under normal conditions 

but only under experimental conditions. What it means is that embodiment effects are 

also consistent with disembodied theories. 
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Further, it may also be the case that the activation of modality-specific 

representations is not necessary for conceptual representations, but rather they emerge 

in an epiphenomenal manner, i.e., ñon top ofò the phenomenon. In other words, concepts 

may be represented separately from modality-specific representations as incidental by-

products of conceptual representations. Mahon and Caramazza (2008) argue in this light 

that interference could be happening at a decision making level after semantic analysis. 

The crucial question to ask is whether sensory and motor representations are necessary 

components of conceptual representations or whether they are epiphenomenal. 

If these representations are epiphenomenal, then they serve the purpose of 

elaboration, sophistication, elicitation, affordances, etc. It might also be that the degree 

of activation of modality-specific representations is contingent on context and individual 

differences. Thus, what still remains unclear is what exactly embodiment results really 

show. It might be, for example, that the motor system only contributes to the 

sophistication and differentiation of actions, rather than representing semantic attributes 

of actions. Consistent with this critique, Mahon and Caramazza (2008) also emphasize 

that degree of sensory-motor activation in language comprehension depends on the 

specific context, which casts doubt on the strong version of the Embodiment Hypothesis. 

The shallow versus deep levels of processing have also cast doubt on the strong 

version of the Embodiment Hypothesis (e.g., Barsalou, 1999) in that it draws a 

distinction between deep conceptual processing, which requires mental simulation of 

modality-specific (embodied) representations, and shallow language processing, which 

does not tap into embodied representations. 

There are few studies which directly speak against the strong version of the 

Embodiment Hypothesis. For example, Rüschemeyer et al. (2007) demonstrated that 

that the comprehension of verbs with specific motor contents (i.e., German greifen óto 

graspô) differs from the processing of verbs with abstract meanings (i.e., German denken 

óto thinkô). Crucially, Rüschemeyer and colleagues also investigated the neural 

correlates of the processing of morphologically complex verbs with abstract meanings 

that originally have concrete motor meanings, for example, German begreifen óto 

comprehendô and abstract verbs that do not have a concrete motor meaning, for 
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example, bedenken óto considerô. Contrary to the predictions of the strong version of the 

Embodiment Hypothesis, interestingly, no evidence for motor cortex activation was 

explored in the former case. 

The results of Rüschemeyer and colleagues can be best interpreted in a 

framework in which abstract verbs are represented predominantly in the language 

system, whereas the processing of concrete verbs involves the partial activation of the 

motor cortex. Their results are similar to other papers reporting an absence of motor 

cortex resonance when processing idioms with action verbs, such as kick the bucket 

(e.g., Raposo et al., 2009). Their finding clearly contradicts the strong version of the 

Embodiment Hypothesis. 

In my view, results, such as those of Rüschemeyer et al. (2007) and Raposo et 

al. (2009) may only indicate that abstract verbs that are originally built on concrete action 

verbs do not produce motor activation in the brain because their abstract meaning is 

distinctly represented. However, it may still be the case that these abstract verbs also 

produce some other type of modality-specific activation in other areas of the brain, which 

may confirm the Embodiment Hypothesis but not the strong version of the Embodiment 

Hypothesis which claims that the exact same modality-specific representations are 

activated in normal language comprehension which are also activated in perception and 

action. According to this counter-argument, comprehension would always involve the 

activation of some modality-specific content. 

A general problem with embodied theories is that embodiment results are usually 

interpreted as conflicting with the predictions of amodal theories (e.g., Glenberg and 

Robertson, 2000). However, it is not necessarily the case because embodiment theories 

can have extended versions too, that is a theory which incorporates both modal and 

amodal representations (e.g., Mahon and Caramazza, 2008; Dove, 2009). The present 

dissertation follows this trend. 

Lastly, another general critique and refinement of the embodiment approach and 

of modality-specific approaches is that knowledge is not stored category-specifically in 

the brain but rather the apparent category-specificity reflects processing demands and 
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processes that are determined by representational structure (more on it, see Fekete, 

2010). In other words, seemingly there is ñcategory-specificò activation/effect because 

exemplars within the category share similar overall representational features, such as 

shapes or functional and behavioural attributes. 

The results of Rogers et al. (2005), for example, supported this hypothesis. They 

used positron emission tomography (PET) in a category-verification paradigm, in which 

subjects categorized colour photographs of real objects (animals and vehicles) at three 

different levels of specificity (general: e.g., animal or vehicle; intermediate-level: e.g., 

bird or boat; or specific level: e.g., robin or ferry). Participantsô task was to decide 

whether the object matched the category label or not. Results showed that when 

category exemplars with similar representations are discriminated at the specific level 

(e.g., Labrador or BMW), the lateral posterior fusiform gyri respond equally strongly to 

animals and vehicles, suggesting that these regions do not encode domain-specific 

representations of animals and vehicles. 

Specifically, their findings indicate that category-specific activation in the lateral 

fusiform does not signal that this region stores domain-specific representations or visual 

attributes of animals. Instead, such activation patterns seem to reflect the processing 

demands of the task being performed by participants. The fact that activation patterns 

are similar is attributable to the similar structure of the representations encoded in this 

brain region. 

In summary, the question whether sensory-motor representations are essential 

for understanding concrete language and getting metaphors is still subject to on-going 

debate. Transcranial magnetic stimulation (TMS) can disable modality-specific areas in 

the brain, which could help answer the question above because such an intervention 

can interfere with the processing of concrete and abstract language. However, even this 

method cannot stand the critique of Mahon and Caramazza (2008) who claim that 

embodiment effects are epiphenomenal and reflect post-semantic access. Further 

research should therefore focus on the function and mechanisms rather than the format 

of representation (i.e., amodal or modal). 
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1.6. Outline and Choice of Studies in the Dissertation 

 

The purpose of this dissertation is to explore the theoretical and, more importantly, the 

empirical validity of the strong version of the Embodiment Hypothesis. This sub-chapter 

describes and explains the diverse methodology deployed in the dissertation and my 

choice of methods. In striving for a comprehensive understanding of language, one has 

to combine methods and evidence types, which was a major rationale of the 

dissertation. The three main objectives of this dissertation are theoretical, 

methodological and empirical. The theoretical objective is to overview arguments for and 

against the strong embodiment position. This is accomplished in Thesis 1. The 

methodological objective explores quantitative procedures for identifying metaphors by 

applying corpus-linguistic tools (Thesis 2). The empirical objective is to explore the 

extent to which the strong embodiment position holds (Theses 3 and 4). This 

dissertation aims to address and resolve theoretical positions around the strong 

embodiment approach. 

The theoretical paper tied to Thesis 1, although a weak contribution to the existing 

body of research on embodiment, is intended to show that the strong embodiment 

approach can be criticized on theoretical grounds and that there are strong arguments 

against it. The methodological objective addresses the question of how metaphors can 

be identified in corpora and whether the presence of source-domain words predicts 

metaphors, the latter being a theoretical import of corpus-linguistic metaphor 

identification (Thesis 2). However, the corpus-linguistic study, which adheres to this 

objective, is also considered a weak contribution to the strong version of the 

Embodiment Hypothesis because it cannot directly test óstrong embodimentô-related 

questions. Finally, the empirical objective (Theses 3 and 4) addresses two to some 

extent neglected domains of investigation, language describing social relations 

(comitative constructions) and fictive (and concrete) sounds in language. Fictive is used 

on purpose instead of metaphoric to refer to abstract language which is not motivated by 

a conceptual metaphor. Previous investigations into embodied cognition are largely 

restricted to visual and motor cognition, while language describing auditory phenomena 
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and social events have been under-researched. The eclectic choice of methodology 

applied in the studies in this dissertation fulfils the objective to provide novel empirical 

data and to refine previously-made assertions in the area of the strong embodiment 

approach. 

The theoretical review paper tied to Thesis 1 was primarily motivated to present the 

on-going debate and the theoretical perspective and cognitive science context of the 

strong embodiment view. However, the specific reason for focusing only on theoretical 

arguments against the strong embodiment approach in Thesis 1 is due to the sometimes 

one-sided interpretation of empirical results in the field. Glenberg and Robertson (2000), 

for example, explicitly state that embodiment effects are not predicted by amodal 

theories of cognition, which is an unfounded and radical statement that ignores 

theoretical concerns and is usually criticized by the amodal camp. Thus, it is crucial to 

highlight that the assumptions of the strong version of the Embodiment Hypothesis are 

consistent also with the predictions of amodal theories of cognition (Dove, 2009; Mahon 

and Caramazza, 2008). 

One major assumption of the strong Embodiment Hypothesis is that semantic 

processing automatically, necessarily and directly recruits low-level sensory and motor 

systems. A weaker version of the same line of thought claims that semantic processing 

does require close contact to sensory and motor systems, however, the activation of 

those modality-specific processes is not necessary. This latter weak hypothesis 

prompted the psycholinguistic studies tied to Theses 3 and 4. The logic that I followed 

throughout the studies is that if any of the above three stipulations about the strong 

version (automatically, necessarily, directly) proves false, then the strong version of the 

Embodiment Hypothesis is disconfirmed. 

The corpus-study tied to Thesis 2 indirectly assessed the hypothesis of whether 

source-domain concepts are necessary based on corpora, thereby tested the aspect of 

necessity of the strong version of the Embodiment Hypothesis. The study was also 

motivated by a need to understand how metaphors work not only during online language 

comprehension but also as reflected in corpora. Corpora, which can be viewed as 

sources of natural language production data, offer a window to test the source-domain 



56 
 

hypothesis which cannot be tested in comprehension experiments because 

comprehension experiments employ prefabricated linguistic stimuli rather than natural 

language samples. Corpora are consistent with a psychological approach which 

demands ecological validity and that natural language data by language users are used 

as the base for any inferences about language. 

The second rationale for the corpus-study was to use real-life data. Sometimes the 

scarcity of instances of conceptual metaphors is brought up as a criticism of the 

Cognitive Metaphor Theory. One issue of concern in Cognitive Metaphor Theory is 

therefore that linguistic manifestations of conceptual metaphors may not always be 

verified in corpora, or that their frequency is low. Alan Cienki (2004, 2005), for instance, 

searched for examples of two metaphors (MORALITY IS STRENGTH and MORALITY IS 

NURTURANCE) postulated by Lakoff (1996/2002) in coded transcripts of television 

debates between the presidential candidates, George Bush Jr. (a Republican) and Al 

Gore (a Democrat), and found only a few expressions (48) of the two conceptual 

metaphors in a 41,000-word corpus. In other words, the cognitive models behind these 

conceptual metaphors cannot be confirmed based on corpora. One argument to choose 

the corpus-study approach was therefore to study real-life language phenomena of high 

frequency in corpora. 

The third rationale for the corpus-study was to provide Hungarian data for conceptual 

metaphors and compare them with their English manifestations in order to examine the 

extent of inter-cultural variance because cross-linguistic comparisons are needed to 

generalize to universal cognitive models. Also, since the strong version of the 

embodiment view is consistent with a universalist approach, therefore a cross-linguistic 

perspective is adequate and adds to the diverse methodology of the dissertation. 

However, it is crucial to underscore that cultural diversity in terms of conceptualization 

patterns does not necessarily falsify the strong version of the Embodiment Hypothesis 

because differences may just emerge at the level of language use rather than at the 

conceptual level. In my view, linguistic diversity in terms of conceptualization does not 

add to the strong versus weak version discussion of the Embodiment Hypothesis. 

Instead, evidence for the absence of metaphoric effects in conceptualization could falsify 
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the strong version, for example, evidence showing that in some language speakers think 

abstractly and form abstract concepts without any links to concrete terms. 

The primary motivation of the study in Thesis 3 is based on the principles outlined 

above: to preserve ecological validity and to provide real-time measures to approximate 

psychological reality because off-line corpus-data arguably mirror psychological reality 

only indirectly. The second rationale for the studies in Thesis 4 was to test the strong 

version of the Embodiment Hypothesis at the interface of language and perception 

(perception of sound stimuli) in order to gain a better understanding of how language 

understanding works in this domain. 

The nature and format of representations in Thesis 3 cannot be explored because of 

the indirect nature of the task. Therefore, lessons learned from this study were used as a 

frame of reference in Thesis 4. The problem of the format of representations is alleviated 

in Thesis 4 by using real perceptual stimuli (environmental sounds). As for the strong 

version of the Embodiment Hypothesis, the two studies tied to Thesis 4 were motivated 

to test the questions of automaticity and necessity in a series of experiments. The fact 

that Theses 3 and 4 examined different linguistic phenomena is irrelevant to the 

research questions of the dissertation. However, the focal point in both Theses 3 and 4 

was to systematically compare concrete and abstract language. 

The reason for including two similar studies in Thesis 4 is because the second study 

extended the first one by using the same material but eliminating a potential confound. 

This potential confound could be that mental simulation of sounds may operate in a later 

time frame, i.e., after the sentence-final position. I stepped around this problem by 

putting critical verb stimuli in the middle of the sentences. 

This dissertation begins, in Chapter 1, with an overview of the existing body of 

research into embodied cognition. This chapter provides a background into theoretical 

and empirical aspects of the topic. Importantly, theories on metaphor are discussed in 

this chapter. Chapter 2 then outlines the synopsis and the rationale of theses. 

Chapter 3 comprises the studies which build the basis of the theses. In every 

empirical investigation presented in the studies of this thesis (Chapter 3.), concrete and 
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abstract language were tested in parallel and systematically compared to each other. 

The rationale behind this setting was the assumption that concrete and abstract 

language ï though sharing the same structure and origin ï may ñbehaveò differently, as 

it has been shown previously (though not unanimously), for example, by Richardson et 

al. (2003). Also, it is sometimes the case in experiments that concrete language is tested 

without a comparison to abstract language, for example, in the case of Kaschak et al. 

(2005).Chapter 3.1. suggests that there are strong arguments on the amodal side too. It 

is also argued that empirical investigations seemingly supporting the strong embodiment 

view can be criticized on theoretical grounds. Chapter 3.2. exploits corpus-linguistic 

methodology to investigate the automatic identification of metaphors and to assess the 

validity of the hypothesis that a metaphoric sentence should include both source-domain 

and target-domain expressions. Chapter 3.3. takes a different approach to the 

investigation into the strong embodiment view by applying psycho-linguistic techniques. 

Chapters 3.4 and 3.5. also follow the same methodology as the previous chapter. The 

study reported in 3.5. is to some extent an extension and confirmation of the similar 

study in 3.4. 

The concluding Chapter 4. draws these results together, and outlines the theoretical 

and methodological contributions made by this dissertation. On the theoretical level, the 

dissertation argues that based on the empirical results presented in Chapters 3.3., 3.4. 

and 3.5., language processing does not necessarily and automatically results in the re-

enactment of modality-specific representations. These findings speak against the strong 

version of the Embodiment Hypothesis. In terms of methodology, the dissertation 

addresses issues of identifying metaphors in corpora. The diversity of the methodology 

applied in the dissertation (from theoretical reviewing to corpus and psycholinguistic 

techniques) is eclectic because I believe that embodiment-related questions can only be 

resolved with the help of a versatile methodology. 

The dissertation has a deductive approach. It starts out with a literature review in the 

Introduction. This is then followed by a theoretical article which further elaborates on the 

broader context of the research. The choice of starting with this review paper was not to 

break the flow of the literature review of the Introduction. The corpus-study precedes the 
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psycholinguistic studies to preserve the logic of presenting methods and arguments in a 

from-weak-to-strong order: the degree of strength of arguments from the review article 

through the corpus study to the psycholinguistic studies is becoming stronger. Data 

presented in the dissertation, which are all qualitative data, are primary data, they have 

not been reanalysed from earlier studies. 
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2. SYNOPSIS AND RATIONALE OF THESES 

The general aim of this thesis is to shed light on the following questions: Does the strong 

version of the Embodiment Hypothesis hold? Are sensori-motor 

representations/experiences necessarily and automatically activated for concrete and 

abstract language processing? These questions were investigated by applying corpus-

linguistic (cf. Thesis 2) and psycholinguistic techniques in various domains of 

investigation (cf. Theses 3 and 4). The psycholinguistic techniques that were employed 

in the present thesis aimed to investigate visual sentence processing using the self-

paced reading paradigm. Throughout the Thesis points, both concrete and abstract 

conceptual language were investigated and compared to each other because the weak 

and the strong version of the Embodiment Hypothesis generates different predictions in 

this respect. 

I included four theses that embody the main scope of this work. In Thesis 1, theories 

are presented within and outside the Embodiment Hypothesis. The article attached to 

Thesis 1 reviews the problem of conceptual and lexical representation in cognitive 

science and critiques of the strong version of the Embodiment Hypothesis. Based on the 

principles above, the studies investigate aspects of the research question in three 

different domains: a study tied to Thesis 2 aims to examine the question from a corpus-

linguistic point of view, and studies in Theses 3 and 4 aim to investigate the research 

question using psycholinguistic techniques.  

The Thesis points, especially the two articles tied to Thesis 4 speak against the 

strong version of the Embodiment Hypothesis because it is demonstrated that sound 

representations are not necessarily and automatically activated. The thesis argues both 

on theoretical (cf. Thesis 1) and empirical grounds (Theses 2, 3 and 4) that amodal 

representations should not be dismissed. 
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Thesis 1: The Strong Version of the Embodiment Hypothesis (Radical 
Embodiment) versus Amodal Theories of Cognition 

The amodal account of conceptual processing cannot be dismissed because there are 

articulated arguments on the amodal side. There are different kinds of amodalism, such 

as the theory of Newell and Simon (1972), Fodorôs LOT theory (1975), Minskyôs Frame-

conception (1975), or conceptual atomism (Fodor, 1998). There are accounts which also 

use amodal representations, such as Damasioôs convergence zone theory (1989), or the 

metamodal organization theory (Pascual-Leone and Hamilton, 2001). These newer 

amodal theories, but not propositional theories, can predict embodiment effects and can 

be integrated well into embodiment theories. Amodal symbols may reside near modality-

specific areas of the brain. Embodiment effects in empirical investigations can also be 

explained in terms of propositional/amodal theories in cognition (e.g., Machery, 2006; 

Pylyshyn, 2003). Embodiment effects supporting the strong version of the hypothesis 

may be epiphenomenal (Mahon and Caramazza, 2008). There are neuro-scientific 

investigations, which demonstrate that there are specific brain regions (e.g., LOtv, POT) 

that implement amodal (modality-independent) mechanisms (Amedi et al., 2002; Wilkins 

and Wakefield, 1995). There are various accounts of Radical Embodiment; one of these 

is the Cognitive Metaphor Theory (Lakoff and Johnson, 1980, 1999) which claims that 

sensorimotor representations underlie the processing of concrete and abstract 

language. Embodiment effects can be interpreted in frameworks other than the 

Cognitive Metaphor Theory, for example, in the Perceptual Symbol Systems Theory 

(Barsalou, 1999), or other modality-specific theories (e.g., Bergen, 2007; Damasio, 

1989; Pecher and Zwaan, 2005; Glenberg and Robertson, 1999). A radical constructivist 

account of linguistic semantics is presented. 

ü Fekete, I. (2010). A nyelvi szemantika a kognitív tudomány perspektívájából 

[Linguistic semantics from a cognitive science perspective], Magyar Pszichológiai 

Szemle [Hungarian Journal of Psychology], Vol. 65. (2), 355ï388. 
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Thesis 2: A Corpus-Linguistic Investigation of the Strong Version of 
the Embodiment Hypothesis 

The strong version of the Embodiment Hypothesis is not confirmed by corpus-linguistic 

data because the concept of source and target domains of metaphors is best 

characterized by statistical patterns rather than by psycholinguistic factors. 

The research tested the question whether the automatic identification of certain 

widespread conceptual metaphors could be successful based on the processes 

proposed by the strong version of the Embodiment Hypothesis. According to our 

hypothesis, a metaphoric sentence should include both source-domain and target-

domain expressions. This hypothesis was tested relying on three different methods of 

selecting target-domain and source-domain expressions: (1) a psycholinguistic word 

association method, (2) a dictionary method, and (3) a corpus-based method. Results 

show that for the automatic identification of metaphorical expressions, the corpus-based 

method is the most effective strategy. 

ü Babarczy, A., Bencze, I., Fekete, I., Simon, E. (2010): The Automatic 

Identification of Conceptual Metaphors in Hungarian Texts: A Corpus-Based 

Analysis. In Proceedings of LREC 2010 Workshop on Methods for the Automatic 

Aquisition of Language Resources, Malta. 31ï36. 

ü This article is available in Hungarian: Babarczy, A., Bencze, I., Fekete, I., Simon, 

E. (2010). A metaforikus nyelvhasználat korpuszalapú elemzése [A corpus-based 

analysis of metaphoric language use]. In VII. Magyar Számítógépes Nyelvészeti 

Konferencia [Hungarian Computational Linguistics Conference], Szeged. 145ï

156. 

 

Thesis 3: A Psycholinguistic Investigation of the Strong Version of the 
Embodiment Hypothesis at the Interface of Argument Structure and 
Semantics. 

This study explores how bidirectional and unidirectional comitative constructions are 

processed. Bidirectional comitative constructions describe events where the two actors 

undergo the same effect described by the predicate (e.g., John was kissing with Mary), 

whereas unidirectional comitative constructions describe events in which one of the 
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actors is the Agent, and the other one is the Patient (e.g., John was messing with Mary). 

In particular, we used the self-paced reading paradigm to determine if the two 

constructions access distinct mental representations. The findings suggest that distinct 

mental representations are activated automatically by bidirectional and unidirectional 

verbs during online language comprehension. 

However, the processing of bidirectional and unidirectional comitative constructions can 

be explained by propositional/linguistic rather than embodied representations (cf. Thesis 

1). The results of this study should not necessarily be interpreted in the framework of 

strong Embodiment theories, Simulation theories (Bergen, 2007; Zwaan and Madden, 

2005), Situation models (Zwaan and Radvansky, 1998), or the CMT framework. Second, 

the finding, according to which the two constructions are read differently, is consistent 

with both a procedural and a representational account. On the procedural account, 

thematic roles are organized in a higher-order amodal representation and different 

thematic roles are processed differently as a function of cognitive load. For example, 

computing an AGENT - PATIENT representation is more difficult because of its asymmetry 

than computing an AGENT - CO-AGENT thematic representation. Thus, the strong version 

of the Embodiment Hypothesis is not confirmed because the result profile obtained in 

the experiments can well be explained by alternative conceptions (linguistic/propositional 

or amodal theories). 

ü Fekete, I., Pléh, Cs. (2011). Bidirectional and Unidirectional Comitative 

Constructions in Hungarian: a Psycholinguistic Investigation at the Interface of 

Argument Structure and Semantics, Acta Linguistica Hungarica, Vol. 58. (1ï2), 3ï

23. 

ü Fekete, I., Pl®h, Cs. (2011). ĂNe viccelŖdj a rendŖrºkkelò: egy- és kétirányú társas 

viszonyok a nyelvben [Donôt Fool around with the Copsò: Unidirectional and 

Bidirectional Comitative Relations in Language], Magyar Pszichológiai Szemle 

[Hungarian Journal of Psychology], Vol. 66. (4), 559-586. 

(This article, which is the Hungarian translation of the above article, contains 

additional statistics for the experiments presented in the above article. The 
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experiments, the dataset and the conclusions are the same. The additional 

statistics are reported in Chapter 3.3. before the paper.) 

 

Thesis 4: A Psycholinguistic Investigation of the Strong Version of the 
Embodiment Hypothesis in the Domain of Environmental Sounds and 
Language. 

Both fictive (abstract, metaphoric) and concrete sound events are processed in a 

shallow manner (Barsalou, 1999; Louwerse and Jeuniaux, 2008) without access to 

embodied sound representations. Congruency-effects, counter-intuitively, do not emerge 

at a short SOA, while at the same time category-external items exert an inhibitory effect 

under the same condition. Congruency-effects cannot be explored in the shallow control 

question condition. A congruency-effect was yielded only in the sensibility judgement 

task under a long SOA condition. Congruency-effects cannot be observed on the region 

following the critical verb either, or at the end of the sentence (no carry-over effects), 

while the effect of inhibition is still present at the end of sentence. Taken together, four 

experiments with four different settings unanimously demonstrate that specific sound 

representations are not accessed routinely during normal reading of sound-related 

language. 

Thus, these results do not confirm the psychological reality of the strong version of the 

Embodiment Hypothesis at the interface of concrete/abstract sounds and language but 

rather support the Good-Enough processing approach of language processing, as 

proposed by Ferreira et al. (2002, 2009) and the shallow processing account (Barsalou, 

1999; Louwerse and Jeuniaux, 2008). The findings in this Thesis point are suggestive 

for an independent storage of abstract concepts from modality-specific representations. 

ü Fekete, I., Babarczy, A. (accepted, 2012): Mi van akkor, ha a macska ugat? 

Kognitív templátok és a valóság illesztése a nyelvi megértés során [What if the 

cat is barking? Cognitive templates and the matching of reality during real-time 

language understanding], Általános Nyelvészeti Tanulmányok XXV [General 

Linguistic Studies]. 



65 
 

ü Fekete, I., Babarczy, A. (submitted, 2012): A psycholinguistic analysis of 'fictive' 

sound events. 
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3. STUDIES 

3.1. Thesis 1: The strong version of the Embodiment Hypothesis 
(Radical Embodiment) versus amodal theories of cognition 

 

Fekete, I. (2010). A nyelvi szemantika a kognitív tudomány perspektívájából 

[Linguistic semantics from a cognitive science perspective], Magyar Pszichológiai 

Szemle [Hungarian Journal of Psychology], Vol. 65. (2), 355ï388. 

 

The following article is the English translation of the Hungarian paper above. 

 

LINGUISTIC SEMANTICS FROM A COGNITIVE SCIENCE 

PERSPECTIVE
15

 

 

István Fekete (ifekete@cogsci.bme.hu) 

BME Department of Cognitive Science 

 

Abstract 

Cognitive science can be divided into two streams: representational and non-representational 

cognitive science. Within the representational paradigm two approaches emerge: amodal and modal 

views. The goal of this summary is to review the main theories and interpret the status of linguistic 

semantics in these. Special attention is devoted in this summary to the theory of Perceptual Symbol 

Systems proposed by Barsalou (1999), which claims that conceptual processing is modality-specific. 

An opposing view is propagated by Fodor (1998), according to whom part of our elementary concepts 

are represented in unstructurable conceptual atoms; the latter are stored in modality-neutral 

                                                           
15

 I am indebted to Csaba Pléh for his comments. The EU FP6 program supported me in preparing this paper: NEST 

Scholarship 028714, ĂThe Origins, Representation, and Use of Abstract Conceptsò. Coordinator: Dr Anna Babarczy. 
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όŀƳƻŘŀƭύ ǎȅƳōƻƭǎΦ [ŀǎǘΣ ŀƴ ƛƴŦƭǳŜƴǘƛŀƭ ǇŀǊŀŘƛƎƳ ƛƴ ŎƻƎƴƛǘƛǾŜ ǎŎƛŜƴŎŜ όaŀǘǳǊŀƴŀ ŀƴŘ ±ŀǊŜƭŀΩǎ radical 

constructivism) is presented, which totally dismisses the existence of representations. 

 

Key words: semantics, representation, radical constructivism, modality-specific, amodal, concepts, 

symbol processing 

 

Introduction  

This reviews deals with linguistic semantics in the representational and non-representational 

cognitive theories: first the questions of symbol-grounding and conceptual knowledge will be 

reviewed in the amodal, modal, and non-representational theories, then the problem of linguistic 

semantics will be analysed in these three paradigms. Since non-representational theories dismiss 

the existence and cognitive reality of symbols and conceptual processing, I will investigate 

instead how this paradigm solves the questions of symbol- and conceptual processing. 

The topic of this paper is timely, because the empirist-rationalist debate, which has been 

around for hundreds of years, has also emerged in the cognitive sciences by today. Modal 

theorists, Ăneo-empiristsò face the amodal camp (Machery, 2006). My goal is to review how 

different cognitive theories think about the brain, conceptual processing, and linguistic meaning. 

 

The questions of symbol-processing and conceptual knowledge in the cognitive sciences 

Before presenting the different theories, it is worthwhile reviewing the variant uses of the concept 

symbol. Csaba Pl®hôs (1998b) review about symbols gives an excellent introduction to the 

development of the symbol-concept and its variants in the cognitive sciences. The concept of 

symbol possesses multiple meanings in psychology (Pléh, 1998b). Most of the time arbitrariness 

is the defining feature (Peirce, Morris, Bruner, and Saussure): linguistic symbol is not motivated. 

Paul Grice combines symbol use with intentionality: we exert an effect on the listener, whereby 

they recognize our intention. Gombrich claims that iconic mapping is the source that leads to 

arbitrariness. Mérei emphasizes the connection with group-level meaning and personal meaning, 

and the extra experience or force, whose source is the context, the associated key situation. Freud 

highlighted personal meaning, that is the filling of signs with personal meanings. Jung extends 
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this personal filling of signs, and claims that this is culturally determined. Piaget ties his concept 

of symbol to representations; in his system the basis of representation is the dissociation of 

stimulus-dependence. 

Some preliminary words about the radical constructivist conception of language: radical 

constructivists dismiss the concept of representation. Language ï as we will see ï in the system 

theory of Maturana and Varela is conceived of as ï connotative, and not denotative. The function 

of language is the orientation of our communicational partner within their cognitively construed 

reality, rather than referring to or describing objects in an objective reality, which exists 

independently from us. Signs, which are psychologically speaking not real, thus, do not convey 

information. Meaning is strictly contextually determined. Radical Constructivism also dismisses 

conventionality on grounds that the basis of efficient communication is the parallel uses of 

cognitive processes that play a role in language production and comprehension. The ultimate 

function of language is the sustainment of self-organization in the biological sense. Radical 

constructivist semantics is therefore in line with usage-based models of language from Peirce and 

Dewey to Wittgenstein. 

 

Amodal and modal theories 

Two rival approaches exist about symbol-processing and the representation of conceptual 

knowledge
16

: (1)(aïb) (reviewed, for example, by Barsalou et al., 2003): 

(1)(a) The classical approach (e.g., Fodor and Pylyshyn, Newell and Simon) conceives of 

conceptual knowledge as construed of amodal representations, which derive from modality-

specific representations: car as a physical stimulus induces a sensory representation on the level 

of the nervous system, which gets transformed into an amodal representation. This process is 

usually referred to as transduction. The meaning of the word implies that an already existing 

representation is re-written into another form. This type of representation is an amodal 

representation, which is not a perceptual representation anymore; that is, perceptual and cognitive 

representations are stored in two distinct systems according to the classical cognitivist view. 

                                                           
16

 The two conceptions can be coupled with the analog versus propositional knowledge theories (see Pléh, 1998, 

125ï132). 
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The amodal symbol of car can be composed of its feature list, semantic network, and frame 

according to some amodal theories (e.g., Minsky, 1975). The feature list of car is composed of 

the following items: physical object, machine, engine, wheels, etc. The semantic network of car 

is hierarchical, the frame is the whole semantic variable, which is filled up by the feature list 

(wheels=4, colour=red etc.). 

Fodorôs amodality (1975) refers originally to the Language of Thought ï LOT. LOT is 

propositional (amodal) in nature. Fodorô LOT conception was designed in analogy to the early 

computer architectures. LOT is like the operation system of computers. Fodorôs language of 

thought is a compositional system with its own syntax, which is independent of the spoken 

language. The existence of this mental language can be bolstered by the fact that both babies and 

animals can think, although numerous empirical evidence show that thinking involves analog 

(perceptual and motor) representations (Barsalou, 1999). According to Fodor propositions cannot 

be represented solely with imagery. 

According to amodal theories, every cognitive operation is performed on amodal 

representations in a sequential manner, and not on the original sensory states. This approach 

contends that knowledge, which is stored in amodal representations, is dissociated from 

modality-specific systems. The amodal symbol of car, for example, represents every type of car. 

Table 1. illustrates the five theses of the classical approach about representation based on 

Markman and Dietrich (2000): 

 

1. Representations are internal mediating 

states of cognitive systems 

There has to be a representing and a represented 

world
17

, further there have to be representing 

connections between these two and processes that 

can use information in the representing world. 

                                                           
17

 The representing world can both be within the system or outside the system in the form of external representing 

information. 
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2. Cognitive systems need some enduring 

representations. 

For us to be able to use our experiences, we need 

to store some of our representations (e.g., the 

colour blue has to be stored even if we are not 

perceiving the colour itself. 

3. Cognitive systems contain symbols Properties (features) are stored in the form of 

symbols in the representing world. These symbols 

bear an arbitrary relationship with the contents of 

the represented world. 

4. Some of the representations are tied to 

perceptual systems, but there are also 

amodal representations. 

Our abstract concepts, such as truth, are said to be 

amodal according to some amodal approaches, 

because they are distinct from our perceptual 

experiences. 

5. Numerous cognitive functions can also 

be modelled by ignoring some of the 

sensori- and effector systems of the 

cognitive agent. 

According to the assumption, when interpreting 

some representations perceptual and motor 

representations can be ignored. 

 

Table 1. The classical view about representation based on Markman and Dietrich (2000, 471) 

 

(1)(b) The other approach (e.g., Barsalou, 1999; Lakoff and Johnson, 1980, 1999; Pecher and 

Zwaan, 2005; Glenberg and Robertson, 1999; Damasio, 1989) claims that knowledge is 

represented in modality-specific neural states, which provide direct input to memory systems, 

language, and thinking. Importantly, knowledge is represented directly in a modality-specific 

manner. This approach contends that the basis of both cognition and perception is the same 

representational system. Thus, the following are considered as modality-specific operations, 

which do not use any amodal symbols: type/token distinctions: type is a concept/category (e.g., 

bicycle), which contains various exemplars (different bicycles); categorical inferences: the ability 

to infer, for example, that one can put a certain book on a table; the representation of abstract 

concepts; conceptual productivit y: productivity refers to the binding of pre-existing components, 

which serves the basis of the construction of a new concept or situation; the processing of 

propositions. 
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One of the founding figures of this approach is Lawrence W. Barsalou who devised his 

Perceptual Symbol Systems Theory (PSS, Barsalou, 1999). Perceptual symbols are dynamic and 

compositional multimodal neural representations which reside in the sensorimotor areas of the 

brain and encode schematic components of perceptual experiences. Multimodal perceptual 

symbols refer beyond sensory modalities also to the phenomena of proprioception and 

introspection within the PSS framework. Perceptual symbols do not exist independently from one 

another, but rather related symbols are organized into a simulator which re-enacts a pre-existing, 

enduring representation. A concept is equivalent to a simulator in the PSS framework. 

Related perceptual symbols organize themselves in a simulator in Barsalouôs theory. Car can 

be viewed from multiple perspectives by focusing our selective attention; the perspectives are 

organized spatially, and they are organized in the same simulator in our memory (car-simulator). 

The concept of car is the same as the car-simulator, as it has already been mentioned. 

The theories mentioned in (1)(b) are supported by neuro-scientific studies which emphasize 

that our knowledge is stored in modality-specific systems of the brain. This observation is 

bolstered by numerous neuro-scientific evidence: for instance, a damage of a sensori-motor area 

of the brain can result in a category-specific conceptual deficit. However, category-specific 

deficits are nowadays interpreted as showing that not strictly the categories themselves are 

defective but rather the perceptual symbols that serve the basis of these categories. Barsalou 

reasons that amodal representations can be refuted based on these observations (reviewed, for 

example, by Barsalou, 1999, 579; Barsalou et al., 2003, 87). It is not unthinkable that this 

evidence do not clearly dismiss the existence of amodal representations. It is in theory possible 

that amodal and modality-specific representations are not dissociable at a conscious level. Thus, 

modality-specific representations cannot operate without amodal representations. Category-

specific deficits (the selective deficit of conceptual categories, such as birds, animals, objects, 

tools, etc.) according to this interpretation would show that amodal representations cannot 

operate without sensori-motor representations. In other words, modality-specific representations 

would be the obligatory associates of amodal representations, and would serve the basis of 

symbol-grounding in Hernádôs (1996) terms. 

Behavioural reaction time experiments have also demonstrated that when reading two words 

consecutively, decision is faster on the second word if the contents of the two words refer to the 

same modality. For example, decision is faster to the question whether leaves are green, if the 
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previous decision also required the visual modality. In Pecher and colleaguesô (2003) property 

verification task participants decided about pairs of words; the task was to decide if the property 

is associated to the word, or not, for example, cranberry-sour, turmix-machine-loud (incongruent 

trial: different modalities). They found that verification becomes slower if the two trials belong to 

different modalities as opposed to the case when the two words share modality. In their second 

experiment, they controlled for the associative priming between the two words in the cases of 

shared modality. Furthermore, since the task demand did not require participants to use imagery 

in the absence of explicit imagery instructions, therefore, it can also be excluded that the 

unravelled effects were artefacts that were caused by the task demand nature. 

The results suggest that concepts are represented in modality-specific areas of the brain 

because it takes time to switch between modalities, however, Machery (2006) criticizes such 

results based on the following line of thought: the very same results were yielded, if concepts 

belonging to different modalities were represented near the relevant (corresponding) perceptual 

symbols. To illustrate, the amodal concept of GREEN would be represented according to his 

hypothesis near the visual system, while the conceptual representation of sounds were 

represented near the auditory system in the brain. That is, Machery defends the amodal theory 

with his critique. 

Zenon Pylyshyn (2003), a founder of the propositional theory, comes up with another kind of 

critique against the exclusiveness of modal (modality-specific) theories: participants solve the 

tasks in such experiments by using imagery, that is, they rely on visualization. Participants are 

asked in these tasks, for example, to memorize a map, and then fixate on a point on the map. 

After this points are named, and participants have to react ñwhenò they see these points. Results 

show that internal images, that is perceptual visual representations, are construed by the process 

of mental scanning. In other words, we mentally simulate pictures of reality. What it amounts to 

is that it takes longer time to process mentally what is farther in reality (linear function). These 

results support the use of visual imagery in these tasks according to modal theorists. 

A general criticism is that task demand determines the outcome of the experiment, that is the 

type of representation. In other words, the existence of propositions (amodal 

ñstatements/descriptionsò) cannot be that easily dismissed in imagery processes either. 

Pylyshynôs line of thought is usually brought up as criticism in other behavioural and neuro-
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scientific investigations which reason that language processing automatically involves activation 

of modality-specific representations and brain regions. 

Numerous psycholinguistic experiments support modality-specific theories (Bergen, 2007). I 

would like to mention one particular investigation from the bodies of experiments. Zwaan and 

colleagues (2002) asked participants to perform a picture-verification task: participants had to 

decide if the concept depicted in the picture had been mentioned in the sentence that they had 

previously read or not. Sentences encoded objects and their orientation, e.g., The ranger saw the 

eagle in the sky, or The ranger saw the eagle in the nest. 

If implicit information, such as orientation, is represented during language processing, as it is 

argued in the PSS framework, then participants would decide faster in the congruent condition 

when the eagle is depicted with outstretched wings, if the sentence is about an eagle in the sky. 

The picture-verification experiment showed the predicted compatibility-effect. Results support 

the notion that language processing automatically recruits mental simulation of modality-specific 

information encoded in sentences. Furthermore, this phenomenon happens also, when no explicit 

instruction is given to visualize the implicit scene in the sentence. It is concluded that 

propositional theories would not predict this effect, since the amodal representation of óeagleô is 

the same in both sentences. 

 

Amodal theories 

Amodal theories propose that cognitive and perceptual representations are tied to neural systems 

that work on their own distinct principles (e.g., Fodor, 1975; Newell and Simon, 1972). These 

theories also accept the view that perceptual states emerge in sensori-motor areas of the brain, 

however they disagree with modal theories in that according to the amodal view modality-

specific representations are re-written into modality-independent representations. Importantly, the 

latter are bound to distinct neural networks. So, for example, a neural assembly that is activated 

when perceiving a colour is distinct from that neural assembly which fires when that colour is 

retrieved in the absence of that colour (Barsalou, 1999, 578): the cortical representation of a 

colour resides in different region in the brain according to the amodal view than the neural 

representation of that colour in the perception situation. 
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Since symbols are amodal in nature in such systems, therefore there is an arbitrary 

relationship between them and the perceptual states which give rise to them. To illustrate, the 

arbitrary relationship between perceptual states (e.g., the neural representation of perceiving a 

óchairô) amodal symbols (e.g., the amodal representation of a óchairô) is the same as the 

relationship between the object of a chair and the word chair. 

Marvin Minskyôs classical Frame-theory (1975) also assumes the existence of amodal 

symbols. According to Minsky our knowledge is organized in frames, and when we find 

ourselves in a new situation, then such an entity or frame is retrieved. A frame is a complex of 

nodes and relations. Frames are organized around prototypes, and related frames are organized in 

frame-systems. The examples of the restaurant-frame and the birthday party-frame are usually 

brought up in the psychological literature. In this conceptualization, conceptual meaning refers to 

the whole of the network. 

The script theory of Schank and Abelson (1977) similarly argue that the bulk of our 

knowledge is stored in the form of scripts. Sequence of typically associated events, objects, 

protagonists, scenes, etc. are all parts of such panels. Scripts are hierarchically organized 

knowledge structures. Some examples for scripts include: angling, cinema, medical examination, 

rendezvous, preparing breakfast, etc. Empirical investigations have confirmed that details of 

scripts are predominantly the same in our minds. Bower, Black and Turner (1979), for example, 

found based on the responses of participants that sequence of the key elements of the restaurant 

script are the same in everyone (going into the restaurant, sitting down, looking at the menu, 

ordering, eating, paying the bill, going away). Friedman (1979) showed that participants looked 

at unexpected objects almost twice as long as expected items which were compatible with the 

script. 

Scripts and language processing are related because scripts help language processing as 

background structures, and they support inferences to implicit details. Scripts generate 

expectancies, which serve the basis for efficient communication. The sentence The soup was 

cold, therefore we did not tip the waiter activates the restaurant script, which builds the coherence 

between the cold soup and tipping. 

Scripts elicited by texts and pictures can vary as a function of text type. János Lászlóôs (1990) 

seminal experimental work dealt with literary texts and texts from newspapers, and investigated 

the processing of these contents with the method of content analysis. He investigated these texts 
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during text interpretation with special respect to the quality of the elicited pictures. László found 

that pictures elicited by literary texts resemble our own subjective experiences, while pictures 

construed based on newspaper texts rather depict objective social categories. Based on the reports 

of the participants who were performing the reading task in the experiments, it can be concluded 

that literary and real pictures contain more attributes and physical-perceptual features. In other 

words, these stimuli were richer in detail and sensory aspects than those pictures that were 

elicited by newspaper texts. L§szl·ôs real-time method (reaction time to picture stimuli) also 

demonstrated that pictures of life-time events and literary texts have the highest degree of elicited 

perceptual accessibility. 

The neuro-psychological literature connects the damage of script-knowledge to pre-frontal 

dysfunction, which can either result from trauma or dementia (Sirigu et al., 1995, 1996). Such a 

condition damages the ability of sequencing script-like events and goal-oriented actions. In 

Schank and Abelsonsô theory, the constructs of scripts are propositions. It is worthwhile 

pondering about the quality of amodal representations in Schankôs script-conceptualization. In 

Schankôs theory, propositions determine the relations of events to one another, that is, events of a 

script are linked together in a proposition. Hierarchical knowledge-structures are also organized 

in propositions, e.g., LIVING [ANIMAL /birds, fishes/, PLANT/flowers, trees/]. 

The following questions arise about script-like knowledge, and in broader sense about 

pragmatic knowledge: (i) what exactly in incorporated in this knowledge-set? (ii) to what extent 

is this knowledge domain-specific (the question of modularity)? One should organize and 

conceive of pragmatic knowledge along effects and processes, as it is done also by Pléh (2000): 

knowledge-effects (our conceptual knowledge), context effects (e.g., our geographic knowledge, 

which helps understanding), discourse effects (previously mentioned contents help and guide 

understanding), and conversational effects (contents previously mentioned construct models in 

the conversational partner). 

Of course, a defect of script-like knowledge in the narrower sense does not support or refute 

the concept of modularity or domain-general conceptions, because our whole pragmatic 

knowledge is vast, as it has been shown before. A further opaque question related to domain-

specificity is the exact function of isolated brain regions: what exactly is involved in our script-

like knowledge, and what function is exactly tied to the pre-frontal cortex? There are two 

conceptions about the role of the pre-frontal cortex in the processing of scripts: (i) according to 
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the representational conception, every aspect of content (semantic knowledge) as well as the 

capability of sequencing events reside in the pre-frontal cortex (Wood and Grafman, 2003). (ii) 

However, others propagate the two-component model, according to which aspects of sequencing 

events in scripts are tied to distinct brain systems than semantic knowledge (Cosentino et al., 

2006). In the latter conceptualization, the event-organizational component, which is implemented 

by goal-oriented executive functions, and semantic knowledge ï though residing in distinct 

neural networks ï construct scripts in interaction. 

Schank (1972) details also language understanding. In his view, the primary meaning of 

numerous action verbs can be captured with the help of about a dozen simple actions, so-called 

primitives. This is the so-called semantic decomposition theory, which will be detailed later. In 

this conception, every motion verb can be analysed and decomposed into a general motion-

encoding primitive, e.g., MOVE is the primitive of every bodily action. Events can be analysed 

into event structures similarly as in case grammars, e.g., AGENT, ACTION, OBJECT, DIRECTION, 

etc. To illustrate, the sentence John has read a book involves the MTRANS primitive, which refers 

to mental transfer (reading). 

Returning to amodal representations: the content of an amodal symbol is usually defined 

linguistically, e.g., CHAIR: back, seat, leg). However, this procedure is problematic in the case of 

colour concepts. The amodal symbol of, for example, red can only be captured with 

circumscriptions, such as Ăsimilar to/likeò, or Ăblood is redò, and experience-based associations. 

The question arises at this point whether and to what extent experience-related definitions can be 

considered as amodal. 

Do we have pure modality-specific concepts beyond the assumed amodal ones? If colour 

concepts are processed only as modality-specific concepts, then is this incompatible with amodal 

theories? The question is legitimate; however, a colour-blind person can also conceptualize 

colours to a certain extent. A good example for such a phenomenon is the case of the almost 

entirely achromatic psychologist, Knut Nordby, researcher at the Oslo University. Congenital 

achromatopsia is a very rare non-progressive genetic vision disorder. Based on his own report, 

Nordby can identify some colours, as numerous achromats are able to do so, yet he does not have 

any colour-experience whatsoever (Nordby, 1990). The ability of achromats to identify colours is 

explained with the baseline activation of cones in the blue-lilac spectrum by scientific research. 
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Machery (2006) comes up with an interesting piece of evidence for the existence of amodal 

representations. He brings up the concept of cardinality. Adults and to a certain degree babies 

also are able to approximate the number of different entities within a class (objects, events, etc.) 

and are able to compare classes along this variable; that is, they possess so-called approximate 

cardinality. According to developmental and behavioural observations, approximations are as 

precise within a modality as across modalities (audition and vision); Machery interprets this 

observation as evidence for the existence of amodal representations. He further adds that amodal 

representations are phylogenetically ancient and may be independent from language, as other 

primates are also able to approximate and compare (p. 406). 

Amodal conceptions usually do not detail the process of transduction and the question how 

amodal symbols emerge. So far, no cognitive or neural evidence has emerged for the existence of 

this process. On the other hand, transduction is a logical analogy to the process of sensory 

transduction, which operates within one modality (e.g., visual or olfactory transduction): sensory 

transduction in receptor-physiology refers to the transformation/conversion of a stimulus from 

one form to another. 

Finally, let us take a look at some strength of amodal theories: the implementation of 

type/token distinctions, categorical inferences, the representation of abstract concepts, conceptual 

productivity, and the processing of propositions. As we will see later, modal theories also suggest 

alternative mechanisms to the implementation of these operations (e.g., PSS). Figure 1. illustrates 

the schematic representation of the concept ótableô: 

 

perceptual states     amodal symbol 

 

 

 

(neural activation) (feature lists, semantic networks, 

frames, schemes) 

 

Figure 1. A schematic representation of the amodal symbol of table 

Figure 5. A schematic representation of the amodal symbol of table 

 

(TABLE= T1) 

(table=t1) 
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Atomism (Fodor, 1998), another form of amodalism, should be mentioned briefly. Fodorôs 

(1998) informational atomism (the atomistic theory of concepts) claims that a set of our concepts, 

lexical concepts (those that we have one word for) are ontologically and semantically primitive. 

Common features of such concepts are: (i) such concepts are unstructured, that is, they do not 

have an internal complex semantic content-structure (i.e., they do not have the structure that is 

illustrated in Table 1.), and (ii) the content of an atom is not determined by its relations to other 

concepts. Instead, the relationship between the content of the atom to features of the environment 

is nomic (or nomological). The content of an atom is determined by mind-world relations. The 

concept nomological relates to basic physical laws. Nomic necessities are physical-natural laws, 

which ï in Fodorôs conceptualization ï determine the contents of atoms. 

Based on the two principles above, Fodor dismisses the cognitive reality of definitions, that 

is, the featural theory of concepts, according to which concepts are represented in our minds 

along features that define them. Thus, the information semantics of atomism denies that, for 

example, the concept HORSE means óhorseô because of its relations to other linguistic symbols 

{ ANIMAL , FOUR-LEGGED, NEIGHS, etc.}.  

Following the logic of Fodor, one can infer that our primitive lexical concepts cannot be 

learned. Yet, they do not possess the inherent contents when we are born. Fodorôs conception 

about the atomistic learning process is as follows: primitive atomistic (pre-)symbols are 

grounded/locked with the help of perceptual modules. 

However, it is not clear how fodorian theory generalizes from perceptual atomistic concepts 

(e.g., red) to other categories (e.g., horse), and as to how it follows from conceptual atomism that 

these conceptual atoms can only be amodal symbols? Another question is how abstraction works 

in the fodorian atomistic system. 

The nomological locking/grounding of horses involves the mental representation of the 

represented. In the case of verbs, the process operates in the same way: the verb keep refers to the 

concept KEEP, that is, we nomologically get locked on the inherent content of keep. 

Fodorôs examples are not considered as atomistic concepts in Hungarian: the English word for 

the concept BACHELOR (agglegény in Hungarian) is unstructured in English, that is, the concept 

is not composed of the features that define it (UNMARRIED, MALE ). Likewise, (VIXEN / Hungarian 
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ónŖst®nyr·kaô) does not contain the conceptual constituents ANIMAL , FOUR-LEGGED, FEMALE, 

VIXEN , FOX, or RED according to Fodorôs conceptual atomism. In a thought experiment of brain 

damage, Fodorôs conceptual atomism would predict that if someone loses the concepts ANIMAL  

and FOUR-LEGGED, then their concept of FOX would still remain intact. 

According to Fodor, conceptually necessary constituents or relations are only metaphysically 

necessary
18

: the HORSE concept (óhorseô) does not contain the concepts ANIMAL , FOUR-LEGGED, 

and NEIGH, however, they are metaphysically related to the HORSE concept. Thus, in Fodorôs 

theory conceptual relations are ñillusionsò
19

. 

Fodorôs argument against prototypes is the following: if the concept DOG has a prototype, then 

the concept NOT-DOG has also have to have one, however, we cannot associate a prototype to 

such a concept. However, one can question to what extent NOT-DOG can be considered a concept 

in the psychological sense; that is, to what extent do aspects of conceptual processing apply to 

such a concept. Formal logic dictates that NOT-DOG can refer to any entity outside the dog 

concept (e.g., ótableô, óballô, ótigerô, etc.), however, it is more plausible in natural language 

processing that it refers to another animal. One can argue that context determines if we picture an 

animal very similar to a dog, or another animal which belongs to another category, such a cat. In 

the latter case, NOT-DOG activates the prototype of ANIMAL  with the category DOG subtracted. In 

the former case, we arrive at an exemplar which is perceptually very similar to a dog, such as a 

coyote or wolf. In other words, NOT-DOG would allow for multiple prototypes because NOT-DOG 

is not a stable concept with well-defined boundaries. Context is the defining marker which guides 

the selection from the set of possible prototypes. It is also conceivable that the ambiguity of NOT 

causes the effect: the utterance I wasnôt running can mean the negation of the action (óI wasnôt 

running, I was swimmingô), or it can imply a sophistication, such as óI wasnôt running, I was 

rushingô). 

In my view, Fodorôs indefinability argument does not clearly point to conceptual atomism, 

since linguistic meaning is not fixed along the variables of time, communicative situation, or 

                                                           
18

 The semantic versus epistemic terminology is also in use. The distinction refers to the difference between 

conceptual versus meta-conceptual knowledge (knowledge about the concept). The atomistic semantic representation 

of óhorseô does not contain the ófour-leggedô feature; the latter feature is the feature of ñhorseness/-hoodò in the 

fodorian system. 

  
19

 This thought emerges also in Radical Constructivism, which claims that such theories are constructed by the 

observer at a meta-level. 
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social status. Therefore, language use allows for deviations from the standard meaning, which 

would provide the basis for language use in a community, for metaphor, and for humour inter 

alia. 

It is also conceivable that we arrive at the intended contextual meaning through the standard 

meaning when it comes to humour. Yet, these contextual meanings provide the basis for the 

illusion of indefinability. To illustrate, the expressions interrogation or bloodbath can also be 

interpreted in the school context: they both refer to the questioning process of a pupil in class. 

Thus, slang and humorous language use (metaphorisation) give rise to the indefinability of 

concepts. This notion, however, does not exclude the possibility that these two concepts are 

structured and definable. 

According to the latter criticism, the concept girl  would have a core meaning which is not 

atomistic, and which contains the most important defining features: [+FEMALE], [+YOUNG]. 

Connotations and sophisticated meanings, which give rise to the indefinability argument, are 

based on this core meaning: girl can refer to somebodyôs daughter, or it can refer to a teenager. In 

other words, indefinability can emerge from the various grounding of the core concept in various 

contexts and environments, rather than resulting from the atomistic nature of the concept. 

One can ask how and with what empirical methods atomism versus decomposition semantics 

can be tested. Lexical causatives (e.g., óburnô, óbendô, ómeltô) and perception verbs (e.g., ósniffô, 

óseeô, óhearô) differ in terms of semantic complexity because perception verbs are semantically 

simpler in structure. Mobayyen and de Almeida (2005) used the technique of proactive 

interference to investigate whether verbs are represented in terms of decomposition semantic 

features in semantic memory. Such features include, for example, perceptual and conceptual 

features, such as óroundô, óredô, óone can sit on it, etc. 

According to the semantic decomposition theory, sentence recall is contingent on the semantic 

complexity of verbs. What it amounts to is that the absence of a significant difference in meaning 

recall would verify lexical atomism. Mobayyen and de Almeida asked participants to read 

sentences on a computer screen. Sentences were followed by a counting task in every trial. After 

the counting task, participants wrote down the recalled sentences. Results showed that 

semantically more complex sentences, that is those with causative verbs, were recalled more 

easily than the simpler ones with perception verbs. These results could also show that semantic 
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complexity does not belong to the meaning of verbs. The processing of lexical concepts was 

equally easy irrespective of their semantic complexity. 

de Almeidaôs (1999) fodorian atomistic conception also claims that concepts are atoms, that is 

semantic constituents are not incorporated in verbal meanings. Category-specific deficits are 

interpreted as showing the dysfunction of inferences generated by conceptual atoms, as if a 

conceptual atom activated meaning postulates. A dysfunction of these meaning postulates causes 

category-specific deficits according to the hypothesis. Meaning postulates are considered as 

associations, which are conceptual features (i.e., inherent parts of conceptual representations) 

according to the traditional conception. de Almeida proposes that these features are non-

constitutive features (non-conceptual). Such a proposal is consistent with the criticism of modal 

theories: modality-specific representations and embodiment effects are epiphenomenal, rather 

than showing inherently conceptual effects. 

Damage to the ódogô concept can be manifested in naming/recognition/definition deficit of 

the concepts ócatô and ócowô because these two concepts fall in the inferential domain of the 

ódogô concept. It is interesting to observe how de Almeidaôs conception explains category-

specific deficit patterns with inferences. 

Methods in neuro-psychology are also aimed to investigate the representation of the meaning 

of verb concepts. In the neuro-psychological literature, case studies usually report category-

specific deficits and damage to features that cut across category-boundaries. These damages are 

usually interpreted as showing that verb concepts are represented in the brain in the form of 

feature bundles, and damage to a constitutive feature, for example, as a result of a functional 

lesion, necessarily leads to the damage of that concept (Tyler and Moss, 2001). 

Mobayyen and colleagues (2006) investigated patients suffering from Alzheimer-type 

dementia. Previous investigations interpreted the defective knowledge patterns of dementia 

patients as category-specific deficits. Category-specific deficits are usually interpreted as a 

processing difficulty of conceptual features. Following this logic, we can conjecture that 

semantically more complex concepts are more prone to impairment in semantic dementia. 

Mobayyen and colleagues concentrated on the representation of verbs in their investigation of 10 

patients. They employed two action-naming tasks: (1) in the first task participants had to name 

events/actions and objects based on colour photos, while in the second task (2) participants 
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watched videos which depicted events that can be described with verbs that fall in three distinct 

categories: (i) causatives (óburnô), (ii) perception verbs (óseeô), and (iii) motion verbs (óclimbô). 

If the representation of verbs is contingent on semantic complexity, then we would expect 

that in serious semantic dementia the processing of semantically more complex verbs causes 

more difficulty than the semantically simpler ones. Surprisingly, results show the reverse pattern: 

the naming of events encoded by perception verbs (e.g., óJohn can hear/see the thunderô) proved 

to be more difficult. This finding is seemingly in contradiction with the semantic decomposition 

theory, and could in principle be consistent with fodorian atomism as well. 

An alternative explanation for the reverse complexity effect, that is the impaired processing 

of perception verbs but intact processing of more complex verbs, could be that perception verbs 

assign an Experiencer thematic role whose processing is more difficult than that of agent 

thematic constructions, such as óJohn kissed Maryô (personal communication, de Almeida). The 

Experiencer thematic-role entails that the subject is not the Agent, as for example in the case of 

the agentive verb ókissô, but it is an ñexperiencerò or ñparticipantò (e.g., ófrightenô, ófearô or 

óscareô) because the verb makes a statement about the state of mind or change of mind of the 

subject. The subject of psychological verbs is Experiencer. Thus, this interpretation explains the 

performance pattern of patients with the processing impairment of thematic-roles. 

Manouilidiou and colleagues (2009) also argue that Alzheimer patients have impairment in 

thematic-role assignment. Alzheimer patients performed a sentence completion task in which 

they had problems with psychological verbs (e.g., ófearô, óscareô), which require experience-

subjects; these verbs do not project the canonical Agent-Patient/theme thematic structure to the 

subject-object positions but the Experiencer and Theme roles to the subject position. Their results 

also show that the patients made errors within the same semantic field (e.g., instead of choosing 

ófearô they chose ófrightenô as response), rather than choosing semantically irrelevant verbs, e.g., 

those that do not belong to the semantic field of the expected verb. What it shows is that patients 

were aware of the core-meaning of psychological verbs, they had only problem with the 

assignment of thematic roles. 

Fear-type verbs are subject-experiencer verbs because the subject of the sentence is assigned 

the Experiencer thematic role (óJohn feared the thunderô). Frighten-type verbs, on the other hand, 

are object-experiencer verbs because the subject is the theme and the object is the Experiencer 

(óThe thunder frightened Johnô). Alzheimer patients had the most difficulty with object-
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experiencer verbs (after subject-experiencer verbs). Patients did not have impairment in the 

processing of canonical agent/patient structures. 

Taken together, these results show that the difficulty with processing psychological verbs is 

due to the impaired assignment of non-canonical thematic-roles to grammatical roles; this 

explanation, thus, accounts for the difference between verb types not along the simplex/complex 

dimension but along the dimension of canonical/non-canonical thematic structure (i.e., what 

thematic role the verb assigns). The findings do not provide evidence for or against the existence 

of conceptual atoms. 

 

Modal theories: Barsalouôs (1999) Perceptual Symbol Systems (PSS) 

Modal theories have to live up to the expectations of conceptual systems. To name a few: 

type/token distinctions, categorical inferences, the representation of abstract concepts, conceptual 

productivity (the infinite combination of symbols to build a conceptual structure) and the 

processing of propositions. How does the theory of perceptual symbol systems implement these 

(Barsalou, 1999, PSS)? 

Let us first look at the implementation of type/token mappings in the PSS framework. Let us 

imagine a balloon above a cloud and an airplane left to the cloud. This scene can be described 

with a complex proposition. First it is crucial to show that type/token distinctions can be 

implemented within the PSS framework, then to demonstrate that PSS can cope with propositions 

without the use of any amodal symbols. Since the perceived entities in the scene (cloud, airplane, 

and balloon) and their concepts (which are simulators in PSS) appear in the same situation, 

therefore the ultimate representation will be the ñmergeò or binding of the two. 

In Barsalouôs system ï since perceptual symbols are schematic ï perceptual symbols can be 

merged or bound; thereby imaginary concepts can emerge, such as those that we can see in 

cartoons. Since the representation of an object is composed of many simulations, therefore 

conceptual productivity can be interpreted as being contingent on the cooperation of various 

simulators. So, for example, the simulation of blue ball results from the fusion of the simulators 

of blue and ball. 
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Merging the simulator (type) with the perceived entity (token) results in a successful 

type/token distinction. A strength of amodal theories is the processing and interpretation of 

propositions. A proposition describes or interprets a situation, such as the one in (2)
20

: 

 

(2)  CONTAIN (vegetables, apples) 

ABOVE (ceiling, floor) 

CAUSE (HUNGRY (customer)), BUY (customer, vegetables) 

NOT CONTAIN (grocer, mountains) 

 

In propositions we tap into aspects of conceptualization. Essentially, propositions encode 

type/token distinctions between concepts, which are essentially simulations, and the perceived 

world. If we return to the previous scene, we can understand that the perceived type/token 

distinctions implicitly contain propositions, such as: It is true that the perceived thing is a cloud. 

The merge or binding between the perceived object and the simulator results in the representation 

of a complex scene (e.g., the airplane is above the cloud). 

Categorical inferences are also implemented by the binding of the simulator and the 

perceived contents, which is called binding process ï as it is claimed in the PSS theory. To 

illustrate, if the airplane flies into a cloud and it is out of our sight, then it is the simulator which 

can predict where the airplane will appear. Likewise, every feature of the airplane is encoded in 

the simulator: there is a pilot, there are passengers, luggage, etc. The multimodal simulator of the 

concept óairplaneô leads to many top-down inferences. The binding process refreshes the 

airplane-simulator every time it is accessed. 

The modality-specific representation of abstract concepts is one of the most problematic 

enterprises in the PSS framework. As we have seen before (cf. Table 1.), amodal theories 

propagate the amodal representation of abstract concepts, such as truth, events, mental states and 

social institutions, on grounds that these concepts are dissociated from our perceptual 

experiences, and that they are not directly based on them. Cognitive Linguistics (e.g., Lakoff and 

Johnson, 1980, 1999), on the other hand, argue that abstract concepts are represented 

metaphorically, which means that abstract knowledge is linked to more concrete, perceptual 

experiences. Abstract expressions can get conventionalized during language use, by this process 
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polysemy (multiple meanings) emerges (Barsalou, 1999, 600). Barsalou (600) enlists three 

mechanisms that are linked to the representation of abstract concepts (3): 

 

(3) 

A. framing: abstract concepts are not represented out of context but rather in the context of 

the conceptualized background event. PSS ï as we have seen ï can represent this 

background with the mechanism of simulation. 

 

B. selective attention: since an abstract concept is not equivalent to the simulation of the 

whole background event, therefore selective attention guides the focus on the abstract 

concept, which is part of the simulation of the whole background event. PSS can 

implement this as we have seen before in connection with the top-down inferences. Since 

perception and simulation are implemented by the same neural system, top-down effects 

can operate without abstract amodal concepts. The representation of the concept airplane 

emerges as the result of interplay of many conjoined experience-based simulators; if we 

have to decide about an object if that is an airplane or not, then our inferences are aimed 

at the comparison of the perceived object and the simulator. 

 

C. introspective states: introspective states are inherent parts of the representation of abstract 

concepts, further the process of symbol forming on the physical world is the same as on 

introspective states. Barsalou mentions three forms of introspection: (1) representational 

states; these refer to the representation of an entity in the absence of it, (2) cognitive 

operations, which include repetition, elaboration, search, comparison and transformation, 

and (3) affective states (emotions, affect, and mood). 

 

Finally, let us look at the question of conceptual productivity in the PSS framework. A definition 

of conceptual productivity is: the ability to construct an infinite number of complex 

representations with a finite set of symbols. Combinatorial and recursive mechanisms are at play 

in this construction process (Barsalou, 1999, 592). Perceptual symbols are organized into 

complex simulations, that is, new perceptual symbols emerge productively. For example, the 

simulations of cloud, balloon and ABOVE organize themselves into a complex simulation, in 
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which the balloon is simulated above the cloud. PSS schematically extracts certain details of 

imagery, and integrates them into simulators. Linguistic productivity is understood as conceptual 

productivity: the conceptual productivity of features, entities, processes and other conceptual 

elements are reflected in the productive combination of adjectives, nouns, verbs and other 

linguistic elements. 

The linking of different features is called binding problem in the neurosciences; the question is 

how our brain constructs the concept or image of a óbrown cowô from the representations of 

óbrownô and ócowô? Damasioôs convergence-zone theory claims that there are certain cell 

assemblies in our brain which collect multimodal sensory information and organize and integrate 

them (Damasio, 1989). Convergence zones do not store images or representations, but rather they 

play an active role in reconstructing these. Each convergence zone manages a category of objects, 

such as animals, plants, body parts, vegetables, or faces. 

Convergence zones, which are also organized hierarchically, are hypothesized to amount to 

thousands. It is crucial to know that convergence zones in Damasioôs modal theory are storages 

for amodal representations (26) because they handle perceptual symbols, rather than being 

perceptual symbols themselves. These regions in the brain serve organizing function, rather than 

representing function. This thought is similar to the one mentioned earlier in connection with 

scripts: the prefrontal cortex handles the organization of scripts rather than containing semantic 

information about the contents of scripts (Cosentino et al., 2006). 

Multimodal symbols are organized into unitary representations at these convergence zones: 

the linking of features into entities and the integration of entities into events happen here. These 

nodes provide the basis for the re-activation of experiences later when bottom-up sensory 

processes are not accessible in the absence of perceptual input. Convergence zones are organized 

hierarchically, as it has been said before. So, for example, a higher convergence zone links 

semantic and phonological information. A convergence zone contains amodal mechanisms in this 

sense. However, it is important to note that amodality is understood here not as the amodal 

representation of a concept but of a linking mechanism. 

Lower convergence zones send information up the hierarchy to higher convergence zones. 

These convergence zones can be conceived of as bundles of indexes, rather than representational 
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mechanisms
21

. The indexes organize and activate modality-specific information. In other words, 

they are not images but mechanisms that manage and construct images. 

Neurons in these convergence zones exclusively activate neural effects but not behavioural 

ones. According to modal theories, modality-specific representations are the basis of higher 

cognition. On the other hand, according to amodal theories amodal representations contain 

meaning; thus, amodal representations substitute modal representations according to amodal 

theories. It is important to note that Damasioôs theory does not exclude the possibility that the 

amodal representation of concepts reside in higher convergence zones, and that these amodal 

representations would ignite the simulation of categories. 

Recent neuro-scientific studies have confirmed modality-specific theories in that they 

demonstrate that language processing partially activates sensorimotor representations via mirror 

neurons. Mirror neurons are typical ñgrab-neuronsò which are activated when humans or a 

monkey is reaching for an object, or in those observer situations when the other person or animal 

is implementing this specific action (Rizzolatti and Craighero, 2004; reviewed in Hungarian by 

Kemény, 2007). Mirror neurons reside in the F5 field of the premotor cortex of the simian brain, 

whose homolog brain region in humans is the Broca-area. This brain region is an important 

speech centre, which also serves the function of implementation of sophisticated movements. 

Many theorists speculate that mirror neurons are evidence for the language evolutionary thesis 

that language was based on gestural communication (Arbib, 2005). 

Aziz-Zadeh and colleagues (2006) used fMRI and found that when observing specific types 

of actions (with the hand, mouth and leg) and processing actions related to these specific body 

parts (ñgrab the penò, ñpush the pedalò) recruit shared neural areas (premotor areas). Based on the 

fMRI-data effector-specific (hand, mouth, and leg) activation was found in the left hemispheric 

premotor region, where mirror neurons are found, in both settings. These theories may support 

the embodied semantics hypothesis of modal theories, such as Barsalouôs PSS theory: conceptual 

representation accessed during language processing partially overlaps with the sensorimotor 

representation of that concept. 

The nexus of the mirror neuron theory and modal theories is simulation theory (Gallese and 

Goldman, 1998), according to which we do not just observe others, but we internally represent 

                                                           
21

 Amodal representations in these convergence zones are implicit in the sense that mechanisms define linking rules, 

however, the contents are modality-specific states. 
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the actions and emotional states of others, that is, we take the perspective of the other person. 

This process may have evolutionary causes, for example, being able to react faster to 

environmental stimuli, and thereby we get prepared for an adequate action. 

Friedemann Pulvermüllerôs (2003) book The Neuroscience of Language bridges neuroscience 

and linguistics within the framework of modal theories. According to Pulvermüller the neural 

representation of a word activates distinct brain regions (e.g., occipital lobe, motor cortex, 

somatosensory cortex, etc.) in a modality-specific manner (visual, motor, tactile, etc. brain areas 

depending on the contents of the word). His conception is consistent with modality-specific 

approaches, which assume multimodal perceptual symbols. 

The multimodal view of language representation in the cortex has been also supported by 

more subtle evidence recently: Pulvermüller and colleagues (2005) used TMS over the motor 

region of the left hemisphere of right-handed participants. Participants performed lexical decision 

task during transcranial magnetic stimulation. Test words were divided into two categories: (1) 

words that refer to activity with the leg (e.g., kick) and (2) words that refer to activity with the 

hand (e.g., pick up). Pulvermüller and colleagues found a significant interaction between the 

category of words and the locus of stimulation (leg or hand area): lexical decisions were faster if 

the leg area was stimulated during the reading of leg-related words, and the same logic was true 

for hand-related words. 

Their results suggest that the stimulation of premotor and motor areas affect the processing of 

words whose contents refer to actions and are related to these areas. This finding suggests that 

language-related and action-related systems of the left hemisphere share overlapping structures. 

Thus, such results could disconfirm modular theories of language and the existence of amodal 

symbols. However, one could question the status of modality-specific representations in the 

conceptual hierarchy; it may still be the case that motor representations are closely associated to 

the abstract representation of words, hence epiphenomenal. 

Refined versions of the modality-specific account can also be found in neuroscience. For 

example, Pascual-Leone and Hamilton (2001) claim that perception is not strictly modular and 

pyramid-like, as it was assumed previously, but sensory modalities function not independently 

from one another. Thus, cortical regions do not implement strictly modality-specific processing, 

but rather they can be modulated by information or signs coming from other modalities. 
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This conception was supported by the following experiment: participants with normal vision 

were blindfolded for five days, while they performed tactile and auditory spatial discrimination 

tasks (Pascual-Leone and Hamilton, 2001). It was shown in the fMRI-images that activation in 

the visual cortex increased during the implementation of refined motor finger-responses to the 

auditory and tactile stimuli. When blindfolding was removed, visual cortex activation vanished 

after 12ï24 hours. The finding of this experiment is similar to the previous well-known 

observation that the visual cortex is active in blind people. 

Taken together, the experiment of Pascual-Leone and Hamilton shows that the visual cortex 

processed tactile and auditory information as a result of visual deprivation. It is further speculated 

that novel neural plastic connections could not have established so fast between tactile/auditory 

cortical regions and the visual area. This finding might show that the visual region contains pre-

existing cross-modal connections, which are activated in the case of a deficit of the primary 

function. Further, it might be the case that the brain is not organized into modality-specific areas, 

as it was speculated previously, but rather the visual cortex, for example, can be conceived of as a 

metamodal structure, which can also process tactile and auditory stimuli. 

In other words, the visual cortex is not only active when it is processing visual stimuli coming 

from the eyes but also in other perceptual settings. This is also supported by the case of Esref 

Armagan, a Turkish congenitally blind painter, who can paint true-to-life pictures (Pascual-

Leone, 2005). His visual cortex is active during painting, as in the case of people with normal 

vision. Vision ï according to the standard view ï is the depiction of objective reality through our 

eyes. However, this conception does not seem plausible given the case of Esref. Esref constructed 

pictures in his visual cortex with the help of information coming from other modalities. 

Amedi and colleagues (2002) demonstrated using fMRI that there is a region within the 

lateral occipital complex (LOC), more precisely LOtv ï lateral occipital tactile-visual region, 

which is activated to objects irrespective of modality of perception; that is, this area is activated 

when we are seeing the object and also when we are touching it. This result bolsters the 

metamodal theory mentioned earlier. Both visual and tactile information and modalities activate 

this region, however, auditory activation did not case an equally robust effect as visual or 

somatosensory activation. This difference is explained with the assumption that auditory 

information does not contribute to geometrical information of an object to the same degree as 

visual or tactile information. Based on the results of the experiment, LOTv is responsible for the 
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geometrical shape of objects irrespective of modality. Importantly, LOtv is hypothesized to 

reflect a highly abstract representation. 

Amedi and colleagues (2004) stimulated the visual cortex of blind people (V1) using rTMS 

(repetitive transcranial magnetic stimulation), while participants performed a higher semantic 

task. rTMS is a non-invasive method which induces weak electric currents using magnetic field. 

This stimulation, which causes a ñvirtual lesionò in a specific brain region by causing activity in 

that region of the brain, allows studying the functioning of the brain and the peripheral nervous 

system. This method can also be used to cure central and peripheral medical conditions. The 

review of Devlin and Watkins (2007) is a good summary of language-related TMS experiments. 

Amedi és colleagues found using TMS that blind people performed poorly as opposed to 

people with normal vision on verbal tasks, such as the one in which they heard nouns, and they 

had to say a relevant verb to it. Thus, results show that the visual cortex subserves higher 

cognitive functions in blind people, such as semantic processing. 

Wilkins and Wakefield (1995, in Hungarian: 2003) investigate the emergence of modality-

independent representations from an evolutionary perspective. The parieto-occipital-temporal 

region/junction (POT) processes intermodal information in the brain; this area is responsible for 

the integration of motor, tactile, and visual information. According to the language evolutionary 

scenario of Wilkins and Wakefield, such abstract representations in the POT area underlie 

language and served the basis for the emergence of language. The POT is hypothesized to be 

evolutionary the unique storage of modality-independent abstract representations. Wilkins and 

Wakefield argue that POT is responsible for the ability of abstraction of features, which is the 

basis for later linguistic lexicalisation. This abstraction processes cannot be associated to any of 

the modalities. 

According to the metamodal organization theory of the brain, numerous neural 

operators/networks are competing to perform certain tasks. These are metamodal brain centres, 

which are used and formed by sensory modalities. Neuro-scientific studies, which demonstrate 

that a cortical region is recruited to subserve another function, cannot be considered as cross-

modal plasticity, but rather as evidence for an efficiently functioning metamodal cortical operator 

network. The metamodal theory of the brain claims that cortical regions are defined by 

computations rather than dominant sensory input modalities. 
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Non-representational approaches: the system theory of Maturana and Varela 

Constructivism has many variants within psychology (for an extensive review, see Bodor, 2002). 

However, the constructivism of Maturana and Varela is different from other constructivist 

conceptions in the sense that the principal unit of scientific psychology is the individual, the 

brain, and the level of the cell, rather than the societal sphere. 

The radical constructivist model of Humberto R. Maturana and Francisco Varela intends to 

dismiss naïve realist thinking from the sciences. Radical Constructivism is an epistemological 

theory, whose principal claim is that cognition is a constructional process, and that the correlate 

of cognition, reality, is the product of this process. 

Traditional theories are realist, objectivist, or positivist as opposed to radical constructivism, 

which is relativist. Radical constructivism is a type of radical subjectivism, which is the anti-pole 

of radical objectivism (positivism). Radical constructivism dismisses the idea that our knowledge 

is a depiction of an objective, ontological reality, hence radical. 

Radical constructivism does not deny reality, it just emphasizes that our statements about it 

are completely based on our experiences (cf. Schmidt, 1991, 35). In other words, our knowledge 

is not the ñtrueò picture of reality. Radical constructivism claims that it is impossible to 

determine to what extent our knowledge matches ontological reality. The function of cognition is 

not to explore the ontological reality but to organize experiential reality because ontological 

reality falls outside the world of cognition. 

Radical constructivism is radical also in the sense that it extends the concept of cognition to 

the domains of perception, emotion, and behaviour. Cognition in Maturanaôs system theory 

applies also to organisms without a nervous system, such as bacteria, which react to certain 

changes of the environment. 

Radical constructivism is a holistic and monistic model because it claims that humans do not 

live in isolation in the world, but rather they exist with the world in unity, hence holistic. Our 

body and self also belong to the world. It is monistic in the sense that material and soul are not 

dissociated. Damasio (1996) also argues for monism on neurobiological grounds. 

The central notion of the biological system theory of Maturana and Varela is the concept of 

self-organization, autopoiesis, which is a Greek compound that Maturana invented to describe the 

concept of self-organization (ñautosò + ñpoieinò). According to Maturana and Varela, organisms 

are continuously self-organizing systems; they call this self-organizing process autopoietic 
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organization. Autopoietic systems produce the components that they are composed of. The 

continuous production of these components is crucial for biological sustainment. 

Living organisms are molecular self-production systems with closed dynamics; yet, they are 

open in terms of permeability of molecules. Self-organization is not a characteristic of systems 

but rather it is their basic principle. Self-organizing processes that take play in the molecular 

space happen without any external influence. Maturana calls this process structural coupling 

because by this process change is induced between components of the system. 

Such a structural change can take place either between the organism and its environment or 

within the organism (at higher levels of development). Structural changes are evoked by the 

environment but they are not guided by it. Structural couplings instigate the organism to actions. 

Structural change as a result of physical stimuli in the system can be inter alia either the response 

of perception or of the immune system (accident is not considered one). Structural coupling is the 

basis of development and learning. 

Autopoietic systems are autonomous in their environment as a result of their organisational 

closure. Organisational closure refers to the notion that living organisms are closed to 

information. That is, living systems do not have an input or output; a novel conception, which 

cannot be found in either amodal or modal representational approaches. Self-organizing systems 

do not have an input condition system, which would deterministically specify what should 

happen (cf. Pléh, 1998, 103). The system contains the information which it requires, and no data 

are received from the environment. Information is considered as an internal cognitive construct, 

representation as a notion is dismissed from the radical constructivist theory. The notion 

input/output is constructed by the observer. The concept of an observer is also a cognitive 

construct, just like the concepts object, environment, or self-consciousness. 

The structure-determined nature of autopoietic systems refers to the fact that structural 

changes within systems are limited. Not only living organisms as structure-determined systems 

can be considered as closed, but also the nervous system is a closed system. The nervous system 

is a closed system of neurons, which are in constant interaction with one another. Every relative 

neural activity leads to another relative neural activity (Maturana, 1991, 98). 

However, living systems are materially-energetically open, so that they can interact with their 

environment (cognitive environment) and other living systems (Schmidt, 1991, 22). Events that 

cause structural changes in autopoietic systems but do not alter their organization are considered 
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as disturbances. These disturbing factors are perturbations from the perspective of the system 

because they disturb the cognitive processes of the subject. Perturbations form and correct 

constructions. Perturbations, however, cannot be considered detrimental because real detrimental 

effects are so destructive that they destroy organism. 

Thus, this biological radical constructivism dismisses the idea of internal representations 

because they depict an external reality according to the traditional approach. Knowledge in the 

radical constructivist paradigm is the ability of the organism to adapt to the environment, which 

is the experiential reality. 

Radical constructivism is close to connectionist approaches (e.g., Rumelhart and McClelland, 

1986); however, these conceptions shall not be detailed in the present paper. Yet, the major 

aspect of these theories should be mentioned here briefly: modelling cognition is impossible 

within the representational theory, thinking does not have syntax, there are no symbols, and 

linguistic levels are not dissociated. 

 

The critique of Radical Constructivism 

A major critique of radical constructivism is the following: since radical constructivism makes an 

empirical statement that reality and scientific theories are constructs on physical, chemical, and 

biological grounds, therefore it follows from this argumentation that radical constructivism itself 

is also a scientific construct; in other words, it is empirically ñhollowò. This critique seems 

plausible, further it also seems reasonable that radical constructivism is not falsifiable in terms of 

Popper. The answer to this critique from the radical constructivist camp is the following 

(Schmidt, 1991): radical constructivism interprets empirical knowledge in terms of radical 

constructivism, rather than in terms of realism. Empirical knowledge is understood as inter-

subjective operational knowledge within the cognitive niche; this is an operational knowledge, 

whose function is to manage the adequate interaction between living organisms. In this 

interpretation, radical constructivism just claims that we (or any adequate theory) cannot access 

reality objectively via the traditional methods because objective reality is outside the domain of 

cognition. The theory of radical constructivism is not an adequate theory of ontological reality 

either but rather it is an epistemology. Taken together, the theory does not contradict itself. 
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Radical constructivism ï seemingly being nihilist relativism ï dismisses numerous scientific 

categories
22

. The question arises how we can proceed in the absence of traditional terminology. 

Does radical constructivism have an explanatory force? In response to this critique: radical 

constructivism supports and is consistent with other theories, such as Darwinôs evolution-theory 

(from the perspective of autopoiesis the point in evolution is to preserve adaptation), further it 

elaborates on the relationship between action and perception. Language is put in another 

perspective: language has primarily orientational function (and is not descriptive). Language 

serves ultimately the preservation and sustainment of autopoiesis. Knowledge is understood as 

ability rather than as a competence: knowing is tantamount to operate adequately. Radical 

constructivism, thus, substitutes the ñoldò questions, and postulates processes instead of 

categories. 

 

The interpretation of linguistic semantics in the paradigms 

According to the traditional conception our knowledge is stored in amodal symbols (Fodor, 1975; 

Newell and Simon, 1972). This theory claims that semantic representations are independent from 

perceptual and sensory representations (Schwanenflugel and Shoben, 1983). The other camp, 

modal theories claim that modality-specific representations can implement conceptual processing 

instead of amodal symbols (e.g., Barsalou, 1999). It is crucial to know that other conceptions 

have also emerged recently, for example, Rogers and McClelland (2004), who assume statistical 

representations. Yet others, for example, Burgess and Lund (1997) or Landauer and Dumais 

(1997) conceive of knowledge as grounded in linguistic context-vectors; this conception does not 

use amodal symbols when modelling meaning, rather it conceptualizes meaning as a distribution 

of linguistic forms. Linguistic representations are linguistic forms according to this conception, 

and not amodal symbols ï just like in Barsalouôs (1999) system. In the following, I shall 

elaborate on the question of linguistic semantics in amodal versus modal, and non-

representational theories. 
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 To name a few: objectivity, representation, stimulus, proposition, denotation, prototype, linguistic meaning, 

amodal symbol, self, ego, consciousness, the existence of an observer, mind, identity, etc. Churchlandôs (1981) 

eliminative materialism already envisioned such an eliminative approach in science. 
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The question of linguistic semantics in amodal and modal theories 

In amodal theories, linguistic meaning is stored in amodal symbols. Conceptual processing is 

similar to linguistic processing in amodal theories: amodal symbols ï analogously to words ï are 

processed sequentially. Conceptual representation is different from linguistic semantics. 

Linguistic semantics is stored in a unimodal storage. There is not sufficient direct evidence for 

the existence of amodal linguistic semantics. 

Fodorôs externalist amodal atomism (1998) denies holism, conceptual analysis, proto-type 

theory, inferential role semantics, and lexical semantics. This approach is consistent with Radical 

Constructivism; however, Radical Constructivism is not externalist. 

Fodorôs atomism is externalist because the contents of atomistic concepts is contingent on the 

external environment. According to the externalist semantics, the meaning of a sentence is not 

solely composed of subjective interpretation, as it is claimed by Radical Constructivism. The 

usually cited example is the concept of water: water as it is found in nature partially determined 

our concept of ówaterô. Linguistic meaning in Fodorôs atomism is equivalent to the concept, 

which is the atomistic content. The atomistic content cannot be structured, and it bears no 

conceptual relationship to other concepts. 

Fodorôs main argument for atomism is that the prototype theory does not explain certain 

concepts, such as PET FISH: according to the constitutional theory of concepts and the prototype 

theory, the concept PET FISH should be composed of the merge of the stereotypes of PET and 

FISH. However, this hypothesis does not seem to give the real stereotype, which is ógold fishô. 

Fodor goes to argue along the same lines that if NOT A CAT was a concept, then we could not 

associate a stereotype to it. This logic applies also to decomposable idioms, such as kick the 

bucket. The stereotypes of kick and bucket, do not give the ódieô meaning. 

However, in my view, this approach seems to miss the fact that new concepts or new uses of 

concepts can emerge through metonymical or metaphorical transfer rather than compositionally. 

For instance, we do understand the abstract/metaphorical meaning of ógrabô without 

compositionality, but instead based on our knowledge of concrete grabbing. Likewise, we can 

make sense of óblue stockingsô without having a prototype. 

Certain idioms could serve as good psycholinguistic test items for Fodorôs criticism of the 

prototype theory, for example, those that are of the same type as PET FISH, such as mole 
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(Hungarian anyajegy, literally: *mother sign), glucose (Hungarian szŖlŖcukor, literally *grape 

sugar), óblue stockingsô (Hungarian kékharisnya), óyellow feverô (Hungarian sárgaláz) etc. The 

Hungarian examples, especially the first two, are decomposable compounds in Hungarian. 

Compositional contrast-examples, such as (Hungarian anyagyilkos the person who kills his/her 

mother, ómatricideô) or (Hungarian szŖlŖtŖke óvine-stockô) could serve as comparable 

experimental controls. Fodorôs criticism (adopted to the Hungarian data), according to which the 

meaning of ómoleô (anyajegy) is not the merge of the stereotypes of the concepts ómotherô (anya) 

and ósignô (jegy), is legitimate. It would be a strong piece of psycholinguistic evidence, if szŖlŖ 

(ógrapeô) would not prime szŖlŖcukor (óglucoseô), yet it would prime szŖlŖtŖke (vine-stock). If, 

however, we found priming in both conditions, then the minimal interpretation would be that 

orthographic priming is at play, rather than conceptual priming. 

Gergely and Bever (1986) investigated verbs regarding this question. According to the 

decomposition hypothesis, we understand verbs via their abstract semantic structure. So, for 

example, the conceptual structure of ókillô is more complex than that of óseeô: kill  [ [x] CAUSE 

[BECOME] [Y (dead)] ], see [ [x] PERCEIVE(see) Y] ]. Based on Fodorôs conceptual atomism, we 

would not expect a processing difference between the two types of verbs. 

The research of Gergely and Bever questioned whether subjectively explored relations 

between words are a function of the semantic distance between words. Their results do not 

support the semantic decomposition approach, i.e., subatomic linguistic semantics. In their 

opinion, the underlying structure of semantic representations cannot be explored based on 

intuitive inter-word relations. 

Since linguistic semantics is inherently amodal, this poses a challenge for modal theorists. 

Modal theories sometimes substitute linguistic semantics with conceptual representation, which is 

equated with simulations. Yet, other modal theories propose also lexico-semantic representations. 

In modal theories, the representation of abstract concepts is also modality-specific. Language 

understanding happens through the construction of perceptual symbols, which are refreshed in the 

course of later access and linguistic specification. Barsalouôs simulation concept (Barsalou, 1999) 

resembles and approximates the simulation theory proposed by Gallese and Goldman (1998). 

Paivioôs (1986, 2007) Dual Coding theory should be addressed here briefly. This theory 

assumes that there are two sub-systems (representational codes) underlying conceptual 
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processing: the first system is linguistic in nature, and the other one is grounded in the modalities. 

The linguistic system processes language, while the other system is responsible for the processing 

of modal representations. As opposed to modality-specific theories, such as PSS, the Dual 

Coding theory claims that both sub-systems implement deep conceptual processing. PSS theory 

assumes that only mental simulation falls under the domain deep conceptual processing. Another 

specific difference between Dual Coding theory and PSS is their approach to the representation 

of abstract concepts: Dual Coding theory assumes that abstract concepts are grounded in the 

linguistic code, while modality-specific theories (e.g., PSS) hypothesize mental simulation in the 

representation of abstract concepts. 

The classic version of amodal theories does not clearly explain the representation of certain 

concepts that cannot be expressed in terms of feature lists; for example, Wittgensteinôs example 

of ógameô is such a concept: there is no salient feature that is true for each and every game. 

Further, there are no clear-cut criteria as to how we could define the concept of game because 

some games are played for fun, some are played for money, some games are played by many 

people in team, yet other games are played by two people, and there are games which are played 

alone. Further, we know of games where a time limit is defined, and there are games without time 

pressure. Interestingly, in the absence of a clear system of criteria speakers can still use this 

concept and construct ad hoc meanings. 

In conclusion, it does not seem plausible that a feature list is activated when processing or 

extending the use of the game concept. Fodor (1988) therefore argues for the indefinability of 

concepts. He considers this as evidence for the existence of an amodal atomistic representation of 

concepts. Wittgenstein claims that the meaning of a linguistic symbol can be expressed with its 

use. 

The indefinability argument is further bolstered by a closer examination of colour concepts 

and the concept of ópainô. Let us take the concept of pain first. The closest concept to it is 

probably óbad feelingô or ósufferô, although these associations do not render the core meaning or 

the essence of the concept. Colour concepts behave similarly because they cannot be decomposed 

into semantic features. These thought experiments intend to demonstrate that the classical theses 

of the amodal view, such as semantic network or frame do not seem plausible. A definition of the 

concept of pain is possible with the help of non-linguistic contents, for example by equating the 
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concept with neuro-physiological processes or subjective experiences of such processes, or 

memories. The other ñsolutionò leads to tautology: we experience pain when we are in pain. 

What it amounts to is that it is difficult to define the concept of pain with other linguistic 

symbols, or postulate a feature list to the concept. 

The ópainô example fits into Fodorôs (1998) theory of conceptual atoms: the environmental 

grounding of this concept is probably the experience of tissue damage, which triggers a neuro-

physiological process, which serves the basis of the nomological locking process in fodorian 

sense. What would Fodor say about the nomological locking of metaphors? To illustrate, how are 

we nomologically locked to the metaphorical concept of PAINabstract? We are aware that this 

metaphorical concept cannot be decomposed into constituents either. How are metaphors 

nomologically locked then in Fodorôs theory? 

The question is how speakers arrive at the metaphorical concept PAIN2(abstract) via the atomistic 

concept PAIN1(concrete) in terms of Fodorôs theory. Lakoff and Johnson (1980, 1999) for example 

propose that abstract concepts are structured by concrete concepts, which are based on concrete 

sensorimotor experiences. It can also be the case that we have two distinct ópainô concepts with 

different meanings and representation. The nomological locking of abstract concepts is still 

under-researched, therefore this topic has been mentioned only tangentially. 

Finally, let us take a look at some problematic points of modal theories: 

(i) We understand language in certain tasks by mental simulation processes (see PSS, 

Barsalou, 1999). To what extent do these evoked neural mental simulations overlap with those 

sensorimotor brain regions that are activated when we are not processing language? A second 

question is whether sensorimotor representations are directly activated when processing language 

in certain tasks, or indirectly through the access of abstract mediating representations? (Which 

would be the abstract-logical meaning)? If abstract representations are also co-activated, then are 

these activated in parallel or consecutively? Is a concept the same as the sensorimotor activation 

evoked by the concept (cf. sensory reductionism), or conceptual representation only partially 

overlaps with sensorimotor activation? 

(ii) Mirror neurons can be considered as strong evidence supporting modal theories. 

However, if we take modal theories and the mirror neuron theory seriously, then we can come to 

the conclusion that observation is equivalent to the internal (unconscious and automatic) 
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simulation of an observed action. We can adopt this theory to the understanding of language 

describing intentional actions. What it amounts to is that understanding an action verb, such as 

grasp involves the recruitment of mirror neurons. However, the question arises at this point 

whether mirror neurons are essential parts of the representation of actions (or language describing 

these actions). Based on Gergely Csibra (2005), an alternative explanation is that mirror neurons 

may operate to anticipate actions following the observed action, rather than operate in the 

simulation of the observed action (prediction hypothesis). According to this hypothesis, the 

activation of mirror neurons is epiphenomenal rather than inherent in the simulation of the 

observed action. It is also conceivable that only the semantics of action verbs, such as grasp or 

run, is based on mirror neurons; other types of linguistic expressions may be processed 

differently. This begs the following questions: 

(iii) Because our concrete and abstract knowledge is tied to distinct brain systems, is it 

possible that our abstract knowledge is represented not solely in a modality-specific manner? 

This neuro-scientific alternative is consistent with the Dual Coding theory (Paivio, 1986, 2007) 

and other linguistic context theories (e.g., Burgess and Lund, 1997; Landauer and Dumais, 1997), 

but it can also serve as an argument for the existence of amodal representations. 

(iv) A general critique against modal theories is that the neuro-scientific results, which seem 

to support modality-specific theories, can be attributed to the task demand nature of the 

experiments, or to post-hoc processes. According to this standpoint, participants are engaged in 

tasks which require mental simulation, such as visualisation. In other words, the task demand 

involves the construction of imagery, e.g., a semantic similarity task. Therefore, ñit is not 

surprisingò to see the activation of isolated modality-specific cortical areas on the fMRI scans as 

a function of verb category. 

The strongest response to this critique, which attributes modality-specific activation to 

associations evoked by the artificial task demand nature of the experiments, is found in the neuro-

psychological literature: lesion studies can show that damage to an isolated brain area can result 

in the selective loss of a cognitive function, which also co-occurs with a linguistic deficit. Such 

damage can be, for example, a lesion in an effector-specific area, which causes a linguistic-

conceptual deficit as well. 



100 
 

(v) Numerous modality-specific theories claim that every perceptual symbol is tied to a 

corresponding (modality-specific) brain region (Barsalou, 1999). However, numerous studies 

have demonstrated that, for example, neurons in the visual cortex can be modulated by non-visual 

stimuli (Ghazanfar and Schroeder, 2006; Pascual-Leone és Hamilton, 2001). According to this 

view, these neurons cannot be considered visual or unimodal in the broader sense because they 

can be modulated by input from other modalities. The metamodal theory of the brain by Pascual-

Leone and Hamilton (2001) solves this problem by positing the view that brain areas execute 

computations. The metamodal view defines brain areas by the computations they implement and 

not by input modalities. 

(vi) Modality-specific theories have to answer the question about the differences between 

neural activations elicited in a concrete observational setting (e.g., the perception of a cat), an 

imagined setting (thinking about a cat) and the neural activation elicited by language (processing 

the word cat)? Current behavioural and neuro-scientific studies report only about an overlap 

between these representations. 

 

Linguistic semantics in the Maturana model 

If structural coupling exists between two autopoietic systems, then a consensual zone also 

emerges between them; this builds the basis of communication. Communication is understood as 

information constructions within this consensual zone. The prerequisite of communication is at 

least the presence of two organisms and a human-environment system. Organisms have to master 

the language use (the use of signs) during their ontogenesis for efficient communication. 

Language signs are seen as the subjective uses of signs in an autopoietic system; these subjective 

signs do not have an objective meaning, they rather indicate meaning through their use. The 

observer masters the uses of language through ontogenesis and through the interaction with the 

environment. Language does not describe the outer world. Neither does it convey information. 

Rather, its function is the orientation of the conversational partner in their cognitive zone/niche. 

Subjective language use (the use of signs) is grounded contextually in situations. 

Information is a cognitive construct, which is constructed by the observer, the individual. The 

essence of communication is to affect another autopoietic system with the use of (linguistic) 

signs. In this interpretation, communication can be understood also at the cellular level. 
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In this model, during language understanding the observer constructs subjective contents, 

which are activated by linguistic signs. These signs are not representations but relative neural 

activations. There is no extra-linguistic reality, there is only a cognitively constructed reality. 

Relative neural activations can only be interpreted contents. In what sense are these 

activations interpreted? Interpretation refers to modal processing; it does not refer to meaning 

association because there is only interpreted linguistic sign in language; a modally uninterpreted 

sign does not exist from the perspective of the observer. However, no meaning is associated yet 

to this linguistic sign. The radical constructivist semiotic triangle is relativized as follows: extra-

linguistic objective reality does not exist from the perspective of the organism. Further, there is 

no linguistic (cognitive) sign that conveys information (in the sense of stimulus). Linguistic 

meaning is always a subjectively constructed relative neural activity rather than a representation. 

Linguistic signs motivate the observer for interpretation. Linguistic signs are composed of 

modally interpreted contents. 

The radical constructivist conception about knowledge also deters from the traditional 

approach: according to the radical constructivist conception, the function of knowledge is to be 

able to act adequately in a situation and the function of linguistic knowledge is to sustain 

autopoiesis. Radical constructivist semantics is consistent with Wittgensteinôs late usage-based 

approach about language (Schmidt, 1991). 

According to the radical constructivist approach, there is nothing that can be substituted, or 

represented because we construct reality entirely. Yet, the classic conception about representation 

claims that mental representations are isolated neural activations with clear-cut boundaries. This 

aspect is supported by radical constructivists because they do not deny that certain environmental 

effects elicit neural activations with clear-cut boundaries, which are tied to specific brain regions. 

The neuro-fuzzy logic by Lofti Zadeh (1965) is consistent with the radical constructivist 

semantics. The approach, which is usually referred to as fuzzy-logic, dismisses the traditional 

structuralist, positivist, categorical and analytical conceptions. Instead of these, the concepts of 

uncertainty and probability are introduced. For example, instead of decomposing the concept 

YOUNG [-OLD] into semantic features, the neuro-fuzzy approach suggests that the categories 

óyoungô and óoldô are óopaqueô, and that they should be conceived of as continuums. Their 

meaning is highly context-dependent and subjective: óyoungô can refer to a teenager or to a 35-
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year old woman. Furthermore, judgements of other people also differ subjectively because some 

people may see a person as old, yet others would say that that person is relatively young. In other 

words, the concept óadultô is graded rather than dichotomous. Stereotypes and prototypes in 

cognitive linguistics handle fuzzy-categories relatively efficiently. 

 

Summary 

 

The present paper reviewed representational and non-representational cognitive theories with a 

special focus on linguistic semantics. Specifically, the classical amodal view, Fodorôs atomism, 

Barsalouôs modal perceptual symbol systems theory and Maturanaôs non-representational system 

theory were detailed. The question of linguistic semantics was interpreted in these paradigms. 

It is crucial to clarify the different uses of the concept of amodality in the different theories. 

(i) Amodality can refer to a predicate-/proposition-/statement-like representational form (óA is 

behind Bô), or (ii) it can refer to an abstract bundle of features of a concept (symbol) (the amodal 

symbol of cat). (iii) Third, the symbol manipulative mechanisms of the mind can be interpreted 

as amodal. According to this interpretation, the brain processes the input along abstract rules, 

e.g., Damasioôs convergence zones in the brain, the hierarchical organization of script-like 

knowledge, etc. The important question related to amodality is whether it refers to a mechanism 

(a rule) or a representational content. Likewise, the concept of representation can refer to a 

content in the sense of ósubstituteô, or to a brain mechanism, e.g., a neural associative or 

transformational rule. 

Another question is where the boundary lies between amodal and modality-specific 

representations? Let us think of a spatial scene, which can be described by an abstract amodal 

proposition, e.g., óA is behind Bô. If, however, A is situated behind B in occlusion (A cannot be 

seen because it is occluded), then is it the case that this aspect is represented also in an abstract 

manner in this proposition? We can think of further cases, such as an entity is faded, or that the 

two entities are 10 cm from each other, etc. How many such abstract functions, such as BEHIND 

are represented in the mind? What determines these functions? 

The mirror neuron theory and the simulation paradigm support the modality-specific 

representational view of knowledge representation. Mirror neurons play a pivotal role in 
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language evolution (Arbib, 2005) and language acquisition (imitation learning). However, 

they do not disconfirm the existence of amodal symbols or modular linguistic semantics. 

There is no direct empirical evidence to confirm modal theories, or to support amodal 

symbols. The question about the existence of amodal symbols remains unanswered even to the 

proponents of the modal camp (cf. Barsalou et al., 2003, 87). Likewise, the question as to what 

direction cognitive sciences will take is unknown too: will modal theories defeat classical 

cognitivism, or a third paradigm, such as the non-representational neuro-science will substitute 

for representational approaches? 

Evidence supporting modal theories cannot be considered strong (Machery, 2006), and 

experimental results about conceptual atomism are contradictory. The general ideological 

critique against amodal symbols is based on the principle of parsimony: in terms of the 

principle of cognitive economy the amodal representational level is redundant, if other 

mechanisms (e.g., modality-specific systems) can also explain conceptual processing. 

Further interesting fields of investigation for modality-specific representations include 

beyond the visual and motor domains other modalities as well, such as auditory, tactile, 

gustatory, or olfactory. The question arises in this context whether, for example, processing 

concrete and abstract (metaphorical) expressions describing auditory (ring), tactile (velvet), 

gustatory (honey) or olfactory (jasmine) contents necessarily activate modality-specific 

representations. The question of cross-modal integration comes into picture here: the sentence 

The wine has a velvet body evokes two different modal representations (gustatory and tactile 

domains are merged). 

Modality-specific theories should also be mentioned in connection with linguistic 

relativism at the level of the central nervous system: the question, which arises in this context, 

is whether motor areas (areas that are activated to verbs encoding motion) of speakers of a 

non-satellite-languages is distinct from or richer in representation? Satellite-languages, such as 

English, Chinese, or Hungarian direction of motion and manner of motion are encoded 

separately (Talmy, 2000a, 2000b); for example, in Hungarian the verbal prefix encodes 

direction of motion: Andrea bement a házba (Andrea in(to)-go[3
rd

-sing-PAST]the house-into). 

In non-satellite languages, such as Korean direction of motion is encoded by the verb. Wu and 

colleagues (2008) showed using fMRI that perception of direction and manner of motion are 
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tied to two distinct neural regions in the case of English speakers. It would be worthwhile 

repeating the experiment with speakers of non-satellite languages. Potential differences would 

indicate the effect of language structure on the nervous system. 

Maturana and Varela devised their cognitive theory on biological grounds. Their theory 

dismisses the notion of representations. Despite this difference, modal and non-

representational theories are not far from each other because both substitute for traditional 

categories with neural processes: they dismiss amodal symbols and the psychological and 

neural reality of traditional linguistic semantics. The main theses of Radical Constructivism, 

such as the elimination of representations and amodal symbols, however, cannot be easily 

tested directly with present-day neuro-imaging methods. 

In my view, the dismissal of representations in the broader sense is premature because 

there are implicit rules in the brain that function as representations, such as those 

representations in convergence-zones. However, representations in the classical narrow sense, 

that is in the sense of ósubstituteô, are eliminated in the Radical Constructivist paradigm. In my 

opinion, conceptual amodality cannot be dismissed that trivially because it is possible that a 

concept, such as ócatô has an amodal representation in a higher convergence zone, which 

ignites perceptual simulations (the simulations of different tokens of cat). Radical 

Constructivism is consistent with connectionist approaches and neuro-fuzzy theories. 
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