Automated Offline Verification of Graph Rewriting-Based Model Transformations

Márk Asztalos

Advisors:
Tihamér Levendovszky Ph.D.
László Lengyel Ph.D.

Budapest, 2012.
Márk Asztalos

Budapest University of Technology and Economics
Faculty of Electrical Engineering and Informatics
Department of Automation and Applied Informatics

1117 Budapest, Magyar tudósok krt. 2. (Building Q).

e-mail: asztalos@aut.bme.hu
tel: +36(1)463-42-25

Advisors:
Dr. Tihamér Levendovszky, Ph.D.
Dr. László Lengyel, Ph.D.
1. Background and Goals

Nowadays the application of visual models has become a commonly used technique in software engineering. Model-based software development can significantly improve the understandability of the software, decrease the development time, and make the use of automated development methods possible, which in turn leads to increased productivity [SVC06]. Moreover, models usually raise the level of abstraction as well, which is advantageous when designing large and complex systems. Models can also be understood by domain experts, which is an important step in the evolution of languages designed for software development. Typically, models consist of nodes representing the entities of a domain and edges representing the relations between the entities. The nodes and edges usually have attributes that specify the properties of the elements. Therefore, models can be formalized as graphs that provide a strong mathematical background along with a user-friendly visual representation [EEPT06]. Graph-based models are widely used in different areas of engineering and science. An advantage of the use of such models is that they may be visualized by domain-specific concrete syntax. Although graphical models are often used, this is not mandatory, textual models are also an option.

Unified Modeling Language (UML) [FS99] standardized by the Object Management Group (OMG) [Obj07] is the de-facto standard language to describe the static structure and behavior of object-oriented systems. Since UML is a general purpose language, it is not always easy to express aspects related to a concrete application domain. Therefore, domain-specific modeling languages (DSMLs) [KT08] have gained focus recently to specify modeling languages for specific application domains. This approach to model-based software development therefore aims to find domain-specific abstractions and make them accessible through formal modeling. One of the most popular forms to define visual DSMLs is metamodeling [Nor99, Küh06, HR00]. Metamodeling means using a specific DSML to model the specification of a language. This model is called the metamodel of the language and the models created using this language are referred to as the instance models of the metamodel.

In many model-based approaches [KWB03, SK97], model processing programs [SK03, BBG06, MCG05] (often called as model transformations) are regularly used to update existing models, or generate new ones. Typical scenarios for the application of such programs are: (i) code generation, e.g. generating executable program code from UML diagrams or from domain-specific modeling languages (note that textual code is often treated as a model as well), (ii) generating lower-level models from higher-level ones, or reverse engineering higher-level models from lower-level ones, (iii) model refactoring, (iv) providing dynamic semantics (behavior) to models, (v) synchronizing models. The input and output of such programs are the models themselves. A model processing program can be written in any programming language. However, I have mentioned that models are usually defined on higher abstraction levels, therefore, it is reasonable to implement model processing programs using languages that provide the same abstraction level as the models themselves. For models that are represented by different types of graphs, algebraic graph rewriting [EEPT06, Hec06] is a frequently used technique to formalize model transformations. The visual representation and high abstraction level of such programs makes it possible to use them in larger, more complex systems. In the theory of algebraic graph rewriting systems, rewriting rules specify the operation primitives to modify graphs (this modification is formalized by the double-pushout (DPO) or Single Pushout (SPO) approach using category theory [BW90]). Informally, a rule is defined by a left-hand-side (LHS) and a right-hand-side (RHS) graph. Given an input graph, the application of a rule means finding an isomorphic occurrence of LHS (match) in the input graph and replacing the occurrence by RHS. In the context of graph rewriting, the term transformation sometimes covers the execution of a concrete sequence of rewriting rules on a concrete input model. In my terminology, the term (graph rewriting-based) model transformation is the specification (not the execution) of a model processing program whose semantics is based on graph rewriting systems and is specified by a set of rewriting rules as well as an additional control mechanism that defines the execution order (scheduling) of the rules. This control structure can be formalized in many ways (different approaches have been categorized in [BFG96, SV09]) e.g.
as a directed graph whose nodes are the individual rules.

Model-driven software engineering techniques are of great importance [GH06, WML10], because in several industries – such as aerospace, automotive, and medical –, the certification of safety, reliability, or security critical systems is essential [GHN10, WL06], and the formal background of these techniques largely facilitates the formal analysis. Since models are extensively used, the verification of the model processing programs has become an emerging research field, because, such programs are usually applied repeatedly in an automated way [SK03, KWB03]. During the verification, we need to guarantee that the program works correctly, hence, we do not need to validate the output models of each execution separately. Verification means determining the correctness of the transformation in the sense that it satisfies certain functional and non-functional properties. Functional properties concern the output model only or the relation between the input and the output models (i.e. how the input model has been modified) and are usually domain-specific. Besides the functional properties, non-functional properties of the transformations should be analyzed, such as termination and confluence. Termination is an important property of any program, however, in the case of model transformations, the non-deterministic parts (e.g. finding a match) of the execution makes it harder to be proved and demands specialized analysis methods. In the context of model transformations, confluence covers determinism. When a software developer implements a program, most often, this program needs to produce the same output for the same input when executed repeatedly. Therefore, although non-deterministic execution comes from the nature of graph rewriting rules, it is useful to analyze if the result of the transformation will be the same for different executions.

Verification of graph rewriting-based model transformations has become possible [ALS+12], because the solid mathematical basis of algebraic graph transformations facilitates their automated analysis. Verification methods for model transformations can be divided into three categories based on the generality of the results: online, static and offline methods.

- The verification is called online if the output model is validated during the execution [Len06] by the execution engine. This means that when the execution of the transformation successfully finishes, we know that certain properties are satisfied by its output, because otherwise the transformation would have failed. However, this method does not guarantee that the transformation successfully terminates. We usually refer to this method as online validation.

- The verification is called static if the correctness of the model transformation is proved with respect to a concrete input model, however, the analysis is performed without executing the transformation. An example for such a method can be found in [KN08]. To emphasize the importance of this method and the difference between online and static analysis, it worth mentioning that model transformations are often used to define graph grammars that are a set of rewriting rules along with a concrete input model [Roz97a]. In this case, not just the application of a concrete rewriting rule may imply non-determinism, but the rules to be applied are also chosen non-deterministically just as in the case of string rewriting. Non-determinism causes that even if one execution of a model transformation results in a correct output, it is not guaranteed that the next execution with the same input model also results in a correct output. Therefore, it can be seen that the results of the static analysis is more general than that of online validation.

- A verification technique is called offline only if the definition of the transformation and the language specification that describes the models to be transformed are used during the analysis process. The results of the offline analysis are general in the sense that they are independent from the concrete input models. The main advantage of this method is that the offline analysis needs to be performed only once, because, it guarantees the correctness of the result of any possible execution. However, the obvious disadvantage of this approach is the increased complexity of the analysis itself. It worth mentioning that, for example, the termination of a graph rewriting transformation is undecidable in general [Plu98].

Since model processing programs are used repeatedly in an automated way, analysis methods for
their formal verification gained focus recently and have become a research field with high importance. Graph rewriting-based model transformation is a promising candidate for the specification of model processing programs, because this method has many advantages:

- Graphs are the most often used formalism for the specification of visual modeling languages and instance models. By definition, a graph rewriting-based model transformation specifies the processing of graph-based models.
- Graph rewriting-based model transformations are based on the background of algebraic graph rewriting and graph grammars, which provide a strong formal basis for formal analysis methods.
- A graph rewriting-based model transformation has a special structure, because it is built from operational primitives called rewriting rules. This structure makes it possible to define transformations at the same abstraction level as the models and even provide domain-specific concrete syntax for their visualization. In this case, domain experts may be able to understand certain aspects of the processing.

Open Problems

My research focuses on the offline verification methods. Most often, formal verification of model transformations is performed manually or the methods can be applied only to a certain transformation class in specific application domains or for the analysis of only certain types of properties [BH07], therefore, there is an increasing need for automated verification methods and tools. It is a usual approach that the verification of a model transformation is performed by converting the transformation itself into a general purpose formal domain where analysis methods are already available. A typical example is the translation of a transformation into the input of theorem provers, or a special analyzer tools [ABK07]. Therefore, the disadvantage of such methods is that during the analysis of a model transformation, we need to define a mapping, i.e. we translate the requirements to be verified from the current application domain of the transformation to the formal domain where automated analysis methods are available. The requirements can be complex and may be domain-specific properties that are hard to be interpreted in another, general domain. In the opposite direction, when an error is recognized in the general formal domain, it should be also interpreted in the application domain. It can be seen that, because the mapping is not always symmetric between the two domains, it is hard to provide the mapping of the domain specific properties and the found problems of the analysis domain. Based on this discussion, the main challenges related to the offline verification of graph rewriting-based model transformations can be concluded as follows.

- However, there exist several methods to translate the problem domain into a general formal analysis domain, it would be beneficial to provide formalism where the properties to be verified can be directly expressed, hence, symmetry between the application domain and the analysis domain does not need to be maintained by translating the properties.
- Moreover, it would be advantageous to provide a coherent formalism for the description of the rewriting rules such that it could be easily checked if a rule guarantees the satisfaction of many types of functional properties.
- Similarly, we would need a formalism to describe the control mechanism of the rewriting rules such that the properties proved to be true by individual rules could be easily propagated through the control structure. In this way, we could derive properties that are satisfied when the complete transformation terminates.
- Since the formal verification of graph rewriting-based model transformations is an undecidable problem, it is challenging to find decidable subsets of the problem. Obviously, this can be reached by restricting the possible transformations or the properties to be analyzed. However, the real challenge is to find a subset that can solve engineering problems.
- It would largely increase the efficiency of the analysis methods to find recurring problems that are usually need to be solved during the verification of transformations. These patterns could
be used and their results could be applied automatically.
• It is also an important open question if certain problems that are undecidable by the automated methods could be specified as patterns that could be analyzed in advance.

Goals of My Research

This work focuses on the offline analysis of algebraic graph rewriting-based model transformations. The goal of my research is to support the automated verification of model transformations by formal methods and to integrate these methods into an existing modeling and model transformation framework. In more details, the goals of my research are as follows:

• To provide a general formal background for the description of model transformation. This makes it possible to provide platform independent analysis methods that are not restricted to specific domains, transformation classes or properties.
• To provide a formal language that is able to express functional properties to be verified. I want this language to be extendable later by new types of properties, hence, the analysis methods could be improved in the future.
• To provide algorithms that support the automation of recurring tasks during the analysis of model transformation definitions. The goal of these algorithms is to leverage the efforts of the manual analysis.
• To provide algorithms for the formal, offline analysis of rewriting rules and control mechanisms.
• Moreover, these methods should be able to perform the analysis using the presented formal background. This would make it possible to express the properties to be verified as well as the found errors in a single formal domain that is specific to the current application domain.
• Since the automated verification of all properties is not possible in general, my methods must be designed to be able to efficiently make use of the knowledge of domain experts by using it during the application of automated methods. To exploit this knowledge, I wanted to provide a set of well-specified techniques and design guidelines that makes it possible for the developer to design a model transformation that can be more efficiently analyzed.
• To provide an implementation of the theoretical analysis framework in an existing modeling and model transformation tool.

2 Methodological Summary

The open issues outlined in the previous section have defined the direction of my research. To develop a suitable formalism, I have studied several approaches of model-based development and model transformations [KT08, SK03, MCG05]. To provide a coherent formalism for the description of my results, I have investigated the mathematical background of graphs (attributed graphs, typed graphs, labeled graphs) that are used to formalize domain-specific visual languages, metamodels and models [EEPT06].

To formalize the processing of graph-based models, I have investigated the formal background of graph rewriting (graph transformations) and graph grammars [Roz97b]. Category theory [Pie91, BW90] is a well-known mathematical modeling language with a wide area of applications in computer science. Therefore, as it is common in the model transformation community, I used category theory to formulate propositions and carry out proofs related to graph rewriting systems concisely. I have studied different approaches for the formal definition of model transformations. As it has been already outlined, a model transformation consists of several rewriting rules and an additional control mechanism that specifies the scheduling of the rules. I have investigated different methods for the specification and the application of the rules, the most widely used approaches are the Single
3. Novel Scientific Results

Pushout (SPO) and Double Pushout (DPO) approaches. Moreover, I have investigated several control mechanisms (priority-based ordering, layering, explicit control flow graphs) [SV09].

To perform verification of graph rewriting-based model transformations in practice, I have investigated several existing model transformation frameworks, where analysis of the transformations is supported on the tool level [dLV02, Tae04, Agr03, CHM +02, KNNZ99]. I have also investigated work related to the formal analysis of non-functional properties such as confluence and termination [LPE06, EEPT06, EEdL +05]. From the experience distilled from them, I have developed my own verification framework, and developed a logic-based language that is able to express properties to be verified. and a calculus to reason about these properties. To develop this calculus, provide inference rules, and analyze the soundness and completeness, I have investigated mathematical logic [HR04, BA93], especially propositional logic, and non-canonical logic systems based on propositional logic.

At the Department of Automation and Applied Informatics of BUTE, we have developed Visual Modeling and Transformation System (VMTS) [VMT10] that is a multi-level modeling and model transformation framework. During my research, I have realized my theoretical framework in VMTS. The implemented framework supports semi-automated verification of model transformations.

During the development of my methods, I have used an iterative and incremental approach. I have tested my concepts during the verification of several model transformation case studies and used the experience distilled from them to improve my framework.

3 Novel Scientific Results

The scientific results of my research are summarized in four theses that are further divided into subtheses. I have proved the theoretical results by mathematical methods and illustrated them on model transformation case studies. The theses are outlined in the following. Their structure and the correspondences between them are illustrated in Figure 1.

I. The first contribution provides a uniform formal background that makes formal analysis of model transformations possible. It formalizes primary artifacts used to specify modeling languages and models based on typed graphs. I have introduced three important categories of category theory, which makes it possible to use them for the description of graph rewriting systems. A method for the specification and analysis of attribute constraints of models is also detailed.

II. The second contribution focuses on the definition of a propositional logic-based language that can express properties of the transformations to be verified. I have specified the syntax and the semantics of the language. To perform deduction on the expressions, I have provided sound inference rules. I have also analyzed the completeness of the inference logic. The second contribution also presents an algorithm for the implementation of the inference logic, and analyzes the capabilities of this algorithm.

III. The third contribution builds on the first two theses. It provides a method to describe the declarative interface of rewriting rules and their applications on models. It also provides a formal method to analyze individual rewriting rules of model transformations. Moreover, I have introduced the definition and formalized several instances of Model Transformation Analysis (MTA) methods. MTA techniques are the formal description of recurring tasks performed during the analysis phases as well. MTA design patterns serve as pre-analyzed building blocks that can be used in the implementation and analysis of model transformations.

IV. The fourth contribution focuses on the realization of the theoretical framework. I have developed a textual programming language (MTV) to write programs that represent model transformations according to the formalism presented in the first three theses. I have implemented a verification
framework that is able to process such programs and analyze the specified transformations. I have developed algorithms that can generate such program code automatically from the model transformations implemented in VMTS. Moreover, the framework is ready to work together with other model transformation tools as well. I have also demonstrated the practical relevance of my methods on the verification of a case study.

Figure 1: Outline of the theses

**Thesis I – Formal Background for the Analysis of Model Transformations**

This thesis provides a formal framework based on typed graphs according to [EEPT06]. In this thesis, I present a method to describe modeling languages, models, patterns of models and relations between these entities. Informally, the main definitions are as follows:

- A *metamodel interface* is an abstraction of a metamodel that is used to specify the language of instance models. A metamodel interface is a type graph with inheritance such that for each node and edge, a set of attribute names are assigned.
- An *instance graph* of a metamodel interface is a graph typed over the type graph of the metamodel interface. In an instance graph, values can be specified for each attribute. Such an *attribute value assignment* is formalized as a function that assigns a value for each pair of element and attribute.
- An *instance model* of a metamodel interface is simply an instance graph with an attached attribute value assignment.
Abstract attribute constraints are logical functions defined over the attributes of the elements of a concrete graph. A pattern of a metamodel interface is simply an instance graph with an attached set of attribute constraints defined over this graph.

A weakly typed morphism is a traditional graph homomorphism defined between two graphs of a metamodel interface, but during the definition of the mapping types of the elements and inheritance between the node types are taken into account. If a weakly typed morphism is injective and total, it is called a pattern morphism.

An in-place model transformation processes a single model, i.e. given an input model, during the transformation, elements are removed, new elements are added and attributes of the elements may be modified. The output model is this modified input model. Therefore, to specify possible pairs of input-output (source-target) models, we use two graphs and a partial morphism between them. This morphism selects the elements that have been preserved during the transformation.

To formalize these source-target relations, I introduce the definition of relation graphs, relation models and relation patterns.

Relation pattern morphisms are morphisms defined between relation graphs.

To be able to use these formal artifacts to describe graph rewriting systems, three new categories of category theory are introduced, and I prove several desirable properties of them.

Category GraphsWM consists of instance graphs of a typed graph T as objects and weakly typed morphisms as morphisms.

Category GraphsPM consists of instance graphs of a metamodel interface M as objects and pattern morphisms as morphisms.

Category RelGraphsPM consists of relation graphs of a metamodel interface M as objects and relation pattern morphisms as morphisms.

Constraints defined on the attributes are handled in an abstract way. I have defined two abstract relations of attribute constraints.

Two constraints are conflicting if it is not possible to satisfy both constraints at once.

A constraint is derivable from another if the satisfaction of the second constraint implies that of the first.

These relations can be analyzed and may be determined by external constraint logic systems that are outside the boundaries of our core framework. To do so, I have defined the interface of functions that can analyze these relations. I have defined restrictions on the constraints, which makes it possible to propagate their analysis to general constraint logic systems. This is advantageous, because constraint logic programming and constraint satisfaction analysis has its own research field and, hence, we are able to integrate its methods.

Thesis I is presented in Chapter 4 of the dissertation.

Publications related to this thesis are: [5, 23, 4, 3, 18, 36].

Subthesis I.1 I have provided a formalism that is able to describe artifacts (including metamodels, models, patterns of models and relations between these entities) used during the formal analysis of model transformations, I have proved that models can be equivalently described by patterns. I have shown that an attribute value assignment of a source graph can be mapped to a target graph along a pattern morphism, and I have proved that the mapped attribute value assignment is compatible with the target graph, i.e. it is valid attribute value assignment of the target graph. I have also shown that an abstract attribute constraint of a source graph can be mapped to a target graph along a pattern morphism, and I have proved that the mapped constraint is compatible with the target graph. I have defined the mapping of attribute value assignments along pattern morphisms in the reverse direction, and I have proved that the mapping of a complete attribute value assignment of a target graph along a weakly typed morphism in the reverse direction results in a valid complete attribute value assignment of a source graph.
Subthesis I.2 I have proved that $\text{GraphsWM}_T$ is a valid category in category theory. Similarly, I have proved that the set of pattern morphisms is closed under composition, and, hence, $\text{GraphsPM}_R$ is also a valid category in category theory. I have proved that the category $\text{GraphsPM}_R$ satisfies the following three properties: (i) the pushout can be always constructed along pattern morphisms, (ii) given two pattern morphisms with a common source, if one of them is strongly typed, then the opposite pattern morphism will be also strongly typed in the resulting pushout construction, (iii) given a pair of pattern morphisms with a common target graph, a minimal pair-factorization can be always constructed. I have proved that $\text{RelGraphsPM}_R$ is a valid category in category theory.

Subthesis I.3 I have defined relations of sets of abstract attribute constraints. I have provided sufficient conditions to derive the properties of patterns and pattern morphisms from these relations. I have defined the interface of functions that are used to analyze the relations of constraints, and, hence, I have shown that external constraint logic that is used to determine the validity of the abstract attribute constraints can be integrated into my framework. I have proved that different implementations of the presented function interfaces cannot contradict to each other, i.e. the requirements of the functions guarantees consistency.

Thesis II – Formalizing Functional Properties of Model Transformations

In this thesis, a propositional logic-based language called Transformation Property Description Language (TPDL) is defined that can express a set of functional properties of transformations to be verified. The atomic expressions of TPDL have been defined by their interface: an atomic expression is specified by a logical function in the domain of relation models. This makes it possible to extend this language later with the capability to describe more types of properties. Based on this interface, I have introduced the definition of a concrete type of atomic TPDL expression called relation pattern condition.

To perform reasoning on the expressions of TPDL, inference rules are introduced and their soundness is analyzed. These rules make it possible to analyze implications, i.e. prove that a TPDL expression is a semantic entailment of another expression.

I have provided the analysis of the decidability of the problem of determining if an implication is always satisfied. I have showed that the problem is undecidable in general, however, I have presented a decidable subset of the problem domain.

An important contribution of Thesis II is a method to realize the reasoning in the form of an algorithm. Since the problem is undecidable in general, it is important to specify a limit for the execution of the algorithm. However, it is reasonable to require that this limit make it possible for the algorithm to solve the problems in the subset of decidable implications. The reasoning algorithm is presented, its complexity is analyzed, and an appropriate limit function is provided.

Thesis II is presented in Chapter 5 of the dissertation.

Publications related to this thesis are: [5, 23, 22, 4, 2, 19, 16, 17, 10].
Subthesis II.2 I have provided a set of inference rules for TPDL expressions and I have proved that these inference rules are sound. I have provided sufficient conditions for the applicability of the inference rules and provided algorithms for the decidability of these conditions. I have proved that it is undecidable in general if an implication is always satisfied. I have proved that there is a subset of the implications for which the previous property is algorithmically decidable.

Subthesis II.3 I have provided the definition of limit functions and introduced a valid limit function. I have provided an algorithm for analyzing the satisfiability of implications built from TPDL formulae. I have proved that the algorithm always terminates if a valid limit function is provided for any input. I have proved that the algorithm always retrieves a solution for the algorithmically decidable subset of the problem domain presented in Subthesis II.2 when the previously introduced limit function is used.

Thesis III – Formal Analysis of Transformation Segments

Thesis III focuses on (i) the verification of the properties of individual rewriting rules, (ii) the verification of complex transformation segments, and (iii) the propagation of results of their analysis through the whole control structure of the model transformations, hence, deriving the properties that can be verified not only for these segments, but for the complete transformation as well.

I provide a method to specify the declarative interface of rewriting rules and the interface of the application of a rewriting rule. Based on these interfaces, it is possible to analyze individual rewriting rules of model transformations. By the analysis of a rewriting rule, my goal is to prove properties that are true after the application of a rule independently from the concrete input.

I have formalized a directed graph-based control mechanism to specify the execution order of the rules. This specification is used to propagate the properties that are proved to be true after the application of the single rewriting rules through the control flow of the transformations. By this propagation, the properties that will be true when the complete transformation finishes can be derived. These properties are described by a TPDL formula called final formula. If a formula to be verified can be inferred from the final formula, then the property can be proved to be satisfied by all possible outputs. If the opposite of the formula to be verified can be inferred, then it is proved that no output can satisfy the property. Otherwise, the verification framework cannot state anything about the satisfaction of the property.

Another contribution of this thesis is the definition of the concept of two types of MTA (Model Transformation Analysis) methods.

• There are recurring techniques that are usually applied intuitively in the formal analysis of model transformations. An MTA technique is a precise, formal documentation of such a method which cannot be expressed as a partial transformation. We have multiple intentions with defining an MTA technique: (i) The current intuitive method should be known by others. (ii) The formal definition of a technique makes the automation of the technique possible in several cases, which supports the analysis process. I introduce the Intact Element MTA technique that is used to identify the rules of a transformation that leaves certain elements intact. The automation of this technique may help the developer decrease the number of rules that need to be analyzed. I also introduce the Composite Rule MTA technique that formalizes how two sequential rewriting rules can be composed into a single rule. There are many benefits of the automation of this method. For example, it is easier to analyze a single rule, then multiple sequential rules.

• MTA design patterns are similar to traditional design patterns [GHJV95] used in object-oriented systems. An MTA design pattern expresses a more or less complex construction that describes how to implement a concrete functionality in a transformation. In other words, we define a partial model transformation that solves a general recurring transformation task. By customizing a design pattern, it can be applied in a concrete transformation, where a variant of the documented
situation occurs. An important feature of MTA design patterns is that the defined constructions (partial transformations) can be analyzed separately, and the analysis could be attached to the documentation. This independent analysis can be reused in the analysis of the concrete model transformation, where the design pattern is used. In other words, the application of a design pattern results that certain properties automatically hold for the related part of the concrete transformation. This method facilitates the analysis of complex transformations and also supports automation. In this thesis, I introduce the Traverser MTA design pattern that specifies to iteratively process all instances of a certain pattern.

Thesis III is presented in Chapter 6 and 7 of the dissertation. Publications related to this thesis are: [5, 23, 21, 22, 4, 27, 1, 9, 12, 2, 3, 7, 8, 34, 33, 26, 14].

Subthesis III.1 I have provided a formalism to declaratively specify the interface of rewriting rules based on the category $\text{GraphsPM}_M$. I have specified the declarative interface of a direct graph transformation that is based on the interface of rewriting rule interfaces. I have provided a sufficient condition for the applicability of a rewriting rule based on its interface. I have provided a sufficient condition for the non-applicability of a rewriting rule based on its interface.

Subthesis III.2 I have provided a formalism to specify control flow graphs of model transformations. I have provided sufficient conditions to derive formulae that are proved to be true after the successful application of rules based on their interface. I have provided sufficient conditions to derive formulae that are proved to be true after the unsuccessful application of rules based on their interface. I have shown how the previous sufficient conditions can be algorithmically analyzed.

Subthesis III.3 I have introduced MTA (Model Transformation Analysis) techniques that are used to automate recurring tasks during the formal analysis of graph rewriting-based model transformations formalized by the formal framework presented in Thesis I. I have introduced and formalized the Intact Element MTA technique. I have given a sufficient condition for the detection of weakly and strongly intact elements of a rewriting rule interface. I have provided the interface of the composition of sequential rules and the interface of the application of the composed rule. Based on this definition, I have presented the Composite Rule MTA technique. According to this technique, I have adapted concurrency theorem to the formalism presented in Thesis I. and proved the validity of the adapted theorem.

Subthesis III.4 I have introduced and formalized the Traverser MTA design pattern that is a generally described transformation segment with an attached formal analysis for the iterative processing of a set of elements. I have formally described the structure of the design pattern. By the formal analysis of this design pattern, I have given sufficient conditions for the termination of the transformation segment. I have also showed how the execution time can be computed in the case when the sufficient conditions hold. I have proved a TPD formula that can be proved to be true after the application of the transformation segment. I have proved that for any model transformation that implemented this design pattern, the results of the analysis automatically hold.

Thesis IV. Application of the Novel Scientific Results

The theoretical framework presented in my thesis has been realized in Visual Modeling and Transformation System (VMTS), a multi-level modeling and model transformation framework. During its implementation, my goal was to illustrate the applicability of the theoretical results. The tool can be publicly accessed at http://vmts.aut.bme.hu.
MTV Language

I have developed a textual programming language (MTV – Model Transformation Verification) whose constructs conform to the formal artifacts presented in Subthesis I.1. More precisely, with MTV, we are able to specify: metamodel interfaces, (relation) graphs, attribute constraints, (relation) patterns, (relation) pattern morphisms, rewriting rule interfaces, control flows, and TPDL formulae. In other words, given a metamodel, a model transformation and verifiable properties, we can write a program in MTV that conforms to the formalism presented in the previous chapters. My verification framework reads such program code and performs the analysis of the model transformations specified in it.

The MTV programming language is the basis of my framework, because the input for the verification is provided written as MTV code. This means that my verification framework is not restricted to the analysis of model transformations implemented in VMTS, any model transformation tool can translate its transformations into MTV, which can be processed by my system.

VMTS Verification Framework

In the following, the implementation of the framework is presented in VMTS. On the top of Figure 2, the workflow of the analysis of a model transformation is depicted. Given a model transformation definition, it first needs to be converted to MTV code. One component of the framework is able to automatically generate the MTV code for a model transformations defined in VMTS. It parses the constraint and imperative code as well and recognizes certain constructions in them. Of course, the developer can modify or extend the generated code any time.

The implemented verification framework is able to parse MTV code, recognize the model transformation definitions and it generates a custom user interface where the current assignment can be seen. The user can choose the rewriting rule to be analyzed, or is able to manually attach formulae to any of the edges, hence, during the next rule analysis, this information can be taken into account. After the manual refinement of the state of assignments, the final formula is computed and checked if the verifiable formula (provided by the user) can be inferred. At the bottom of Figure 2, the components of the realized framework are presented.

The model transformation framework and the analysis framework are two different components. They only communicate to each other using MTV program code. Therefore, it is not obligatory that the MTV code that is processed must come from an existing VMTS model transformation. Other model transformation frameworks can also translate their transformation definitions into MTV programs and provide it for the framework.

Tool Support for MTA Techniques and Design Patterns

VMTS can be extended by addons. These separately developed components can use and extend the services of the core VMTS framework. This makes it possible to provide new functionality easily and make these functions available from the user interface. The API of VMTS provides access to both the VMTS models and the in-memory representation of the already parsed MTV code.

In VMTS, I have developed a separate addon for each MTA technique presented above. I have also implemented an addon for the Traverser MTA design pattern. By this addon, the user can select a transformation segment and check if it meets certain requirements of the design pattern. Moreover, the verified properties of the design pattern can be used in the analysis of the current model transformation.

Applications of the scientific results are presented in Chapter 8 of the dissertation. Publications related to this thesis are: [15, 24, 25, 27, 32, 20, 28, 30, 31, 12, 35, 13, 11, 6, 29].

Subthesis IV.1 I have designed a tool-independent textual programming language called MTV that
is able to specify model transformations with the formalism presented in Thesis I. I have shown that typical engineering verification problems can be formulated as MTV programs. Also, I have demonstrated that by using MTV, the transformations to be analyzed by the implemented framework are not restricted to transformations implemented in VMTS.

**Subthesis IV.2** I have provided algorithms that are able to process model transformations defined in VMTS and automatically generate MTV code from them ready for analysis. I have shown that the verification framework can be implemented such that it is able to analyze control flow definitions.

**Subthesis IV.3** I have demonstrated that my theoretical framework can be realized as a component-based reusable, and extensible software package that can reason about an arbitrary MTV input, and is able to compose predefined MTA patterns, and integrate them into the reasoning process.
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