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1 Introduction

Testing plays a vital role in the development of a communicating system implementing a certain communication protocol. After the implementation phase, the developed system is regarded as a black box and different kinds of tests are executed against it, in order to check whether it corresponds to its different kinds of requirements.

In the field of telecommunications, a conformance test checks whether the system under test (SUT) implements the communication protocol that it should implement according to its conformance requirements, while a performance measures different performance characteristics of the SUT.

Conformance testing has taken a long journey from fully manual, ad-hoc testing to model based testing [1, 2] (see Figure 1) throughout the years, and developed an evolved theoretical background including formal description methods for modeling the functional behavior of the SUT [3–5], and semi-automatic conformance testing methods [6–13], as well as test suite management methods [14–19].

Figure 1: Model-based test design
Contrarily to conformance testing, black-box performance testing lacks an evolved theoretical background. While there are papers presenting techniques for modeling the performance of a communicating system [20–23], and also papers dealing with issues of performance test execution [24–26], performance tests of communicating systems are designed manually, in an ad-hoc way, without any theoretical background (see Figure 2). Thus, one of my goals was to create an automatic performance testing method.

Figure 2: Performance testing

Besides the lack of a theoretical background, another problem of performance testing is how to exploit the capacities of the performance test environment. This latter is a real problem, since while the SUT is a system optimized for a specific purpose, the hardware used in the test environment is universal, and is reused for executing different performance tests. However, the test environment has to generate a relatively high load towards the SUT. To solve this problem, multiple hosts are used in the test environment, which together, are capable of generating the necessary load. In the industry, load generating software entities are used for generating stress towards the SUT. These load generators are executed on the hosts of the test environment (testing hosts). In order for the test environment to be able to efficiently generate the necessary load towards the SUT, methods are needed, which assign the load generators to the testing hosts, with the aim of exploiting the capacities of the test environment as much as possible.
2 Research Objectives

The objective of my research was to solve the earlier mentioned open problems of black-box performance testing of communicating systems.

In the first part of my thesis, my research objective is to create methods for distributing the load generator entities among the testing hosts of the test environment, with the aim of maximizing the average utilization of testing hosts.

In the second part of my thesis, my goal is to create an efficient, automatic performance testing method, which is capable of determining whether the SUT is capable of processing the maximal number of request messages it has to serve within a second while serving a given number of users simultaneously.

In the third part of my thesis, my goal is to create methods for correcting the performance of the SUT at minimal cost, once it has failed the performance test executed on it according to the performance testing method presented in the second part.

3 Methodology

In the first and third thesis groups, for proving the complexity of the solved problems, I used analytical methods. I have formulated the problems as integer linear programs and proposed heuristic algorithms for solving them. The performance of these methods has been investigated by simulations.

For solving the problem dealt with in the second thesis group, I have defined a mathematical model and two methods. I used analytical methods for proving the correctness of one of the methods, while the correctness of the other method has been proven by experiments.

4 New Results

4.1 Load Distribution in a Performance Testing Environment

As mentioned earlier, during a performance test, the test environment – composed of universal hardware – has to generate relatively high load towards the SUT – which is a piece of hardware optimized for a specific purpose. This is achieved by using
multiple testing hosts (THs from now on) in the test environment which, together are capable of generating this load.

\[ \text{TH \rightarrow VH} \]  

Figure 3: Assigning THs to VHs

The load generating software entities or virtual hosts (VHs from now on) used for generating stress towards the SUT, run on THs and usually, the number of VHs is larger than the number of THs. Each TH has a total capacity, while each VH has a required capacity, and a VH can only be assigned to a TH if, for the whole duration of the execution of the VH, the free capacity of the TH is greater than or equal to the required capacity of the VH. Each VH has to be either assigned to a TH or dropped (Figure 3). The objective of the VH assignment is to maximize the average utilization of THs (that is, to maximize the load generated by the test environment). The problem described above will be referred to as the load distribution problem.

**Thesis 1** I have proven the NP-completeness of the load distribution problem. I have formulated the problem as an integer linear program, and gave a method, which solves the problem using a series of integer linear programs. Furthermore, I have given a heuristic algorithm for solving the load distribution problem.

I have defined the load distribution problem on a discrete time axis composed of atomic time slots. I have formalized the problem as follows:

Given are the set of THs \( T\mathcal{H} = \{ TH_i \} \) and the set of VHs \( V\mathcal{H} = \{ VH_i \} \). Each TH has one attribute \( TH_i = (TC_i) \), where \( TC_i \) is the total capacity of \( TH_i \). Each VH has three attributes \( VH_i = (ST_i, RT_i, C_i) \), where \( ST_i \) is the starting time of \( VH_i \) (i.e. the number of the time slot in which \( VH_i \) starts), \( RT_i \) is the execution
time of VHᵢ (i.e. the number of time slots that the execution of VHᵢ takes), and Cᵢ is the required capacity of VHᵢ.

The problem to be solved is as follows: For each VHᵢ ∈ VH, choose the value of assignment function σ ∈ VH → TH from domain D = TH ∪ {Ø} such that, Formulas 1 and 2 below are true. Choosing THⱼ as the value of σ(VHᵢ) corresponds to assigning VHᵢ to THⱼ, while choosing Ø as the value of σ(VHᵢ) corresponds to dropping VHᵢ. In Formula 1, U is a lower limit for the total TH capacity. If u is the total TH utilization (used TH capacity to total TH capacity ratio), then

\[ U = u \sum_{i=1}^{\left|TH\right|} TC_i t_{max} \]

In the formula and the rest of the section, tmax denotes the last time slot \( t_{max} = \max_{k:VH_k \in VH}(ST_k + RT_k - 1) \).

\[ \sum_{i=1}^{\left|TH\right|} \sum_{j=1}^{t_{max}} \sum_{k:VH_k \in VH} C_k \geq U \quad (1) \]

\[ \forall (i : TH_i \in TH) : \forall (j = 1, \ldots, t_{max}) : \sum_{k:VH_k \in VH} C_k \leq TC_i \quad (2) \]

Formula 1 states that the total utilization of THs should be above the lower limit U, while Formula 2 expresses that for each THᵢ, in each time slot, the aggregated capacity of VHs running on THᵢ, must be lower than or equal to the total capacity of THᵢ.

**Thesis 1.1** [J1, C1] I have proven the NP-completeness of the load distribution problem, and formulated it as an integer linear program. I have given a heuristic method for solving the load distribution problem. The algorithm splits up the time axis into time windows, and solves the load distribution problem as a series of integer linear programs, each of which is formulated for a given time window.

I have proven the NP-completeness of the load distribution problem by reducing an arbitrary instance of the knapsack problem with identical value and weight functions, which is an NP-complete problem [27]. The reduction can be found in Section 2.2 of my dissertation. Since the problem is NP-complete, in order to find its optimum, it has to be formulated as an integer linear program, which is going to be a binary linear program in this case.
Before formulating the load distribution problem as a binary linear program (BLP from now on), the boolean variable $a_{kj}$ has to be defined (for the easier readability of the formulas) as follows:

$$a_{kj} = \begin{cases} 
0 & \text{if } ST_k \leq j \land ST_k + RT_k - 1 \geq j \\
1 & \text{otherwise}
\end{cases}$$

(3)

Furthermore, a new TH $TH_{|\mathcal{TH}|+1}$ has to be introduced. Assigning $VH_k$ to $TH_{|\mathcal{TH}|+1}$ represents dropping $VH_k$. The total capacity of this TH is infinite or technically, it is equal to the sum of the capacities of all VHs (in order for each VH to be able to be assigned to it), formally:

$$TH' = TH \cup \{TH_{|\mathcal{TH}|+1}\}, \text{ where}$$

$$TH_{|\mathcal{TH}|+1} = (TC_{|\mathcal{TH}|+1}) \text{ and}$$

$$TC_{|\mathcal{TH}|+1} = \sum_{k: VH_k \in \mathcal{VH}} C_k$$

(4)

The BLP formulation of the load distribution problem is as follows. The unknown variables the values of which have to be found are variables $s_{ki}$. The value of $s_{ki}$ is chosen to be 1 if $VH_k$ gets assigned to $TH_i$, otherwise its value is 0.

Maximize:

$$\sum_{i=1}^{|\mathcal{TH}|} \sum_{j=1}^{t_{max}} \sum_{k=1}^{|\mathcal{VH}|} a_{kj} s_{ki} C_k$$

(5)

Subject to:

$$\forall (i: TH_i \in TH') : \forall (l: VH_l \in \mathcal{VH}) : \sum_{k=1}^{|\mathcal{VH}|} a_{kST_i} s_{ki} C_k \leq TC_i$$

(6)

$$\forall (k: VH_k \in \mathcal{VH}) : \sum_{i=1}^{|TH'|} s_{ki} = 1$$

(7)

$$\forall (k: VH_k \in \mathcal{VH}) : \forall (i: TH_i \in TH') : s_{ki} \in \{0, 1\}$$

(8)

As simulations of different scenarios have shown in Section 2.5 of my dissertation, in many cases it is not realistic to solve the above binary linear program, due to its huge running time. Thus, I have developed a heuristic algorithm for solving the problem as a series of binary linear programs.
The algorithm divides up the time axis into time windows of size $W$, and formulates a sub-problem for each time window. Formulas 9 to 12 formulate the load distribution problem for time window $n$. In the formulation, the value of $S_k$ is a reference to the TH to which $VH_k$ was assigned before time window $n$. That is, $S_k$ equals $i$, if and only if $VH_k$ was assigned to $TH_i$ before time window $n$. If $VH_k$ starts after the time window preceding time window $n$, then $S_k$ equals -1. If $S_k$ equals $|T\mathcal{H}| + 1$, then $VH_k$ is dropped.

Algorithm 1: ILP based heuristic solution of the load distribution problem

```plaintext
input : $T\mathcal{H}$, $V\mathcal{H}$, $W$
output: $\bigcup_{k:VH_k \in V\mathcal{H}} \{S_k\}$
1 foreach $VH_k \in V\mathcal{H}$ do
2     $S_k := -1$;
3     $n := 1$;
4 while $(n - 1)W + 1 \leq t_{\text{max}}$ do
5     Formulate and solve $BLP_n$;
6     foreach $k : VH_k \in V\mathcal{H} \land ST_k \geq (n - 1)W + 1 \land ST_k \leq nW$ do
7         foreach $i : TH_i \in T\mathcal{H}$ do
8             if $s_{ki} = 1$ then
9                 $S_k := i$

```

For the whole duration of the test, the VH assignment is carried out by Algorithm 1, which uses the following BLP formulation. The BLP defined by Formulas 9 to 12 for time window $n$, is denoted by $BLP_n$ in the algorithm.

Maximize:

$$
\sum_{i=1}^{|T\mathcal{H}|} \sum_{j=(n-1)W+1}^{nW} \sum_{k:VH_k \in V\mathcal{H} \land ST_k \geq (n-1)W+1 \land ST_k \leq nW} a_{kj}s_{ki}C_k
$$

(9)
Subject to:

\[ \forall (i : TH_i \in TH') : \]

\[ \forall (l : VH_i \in VH \land ST_i \geq (n - 1)W + 1 \land ST_i \leq nW) : \]

\[ \sum_{k : VH_k \in VH} a_{kST_i} s_{ki} C_k \leq TC_i - \sum_{k : VH_k \in VH} a_{kST_i} C_k \]

(10)

\[ \forall (k : VH_k \in VH \land ST_k \geq (n - 1)W + 1 \land ST_k \leq nW) : \sum_{i=1}^{|TH'|} s_{ki} = 1 \]  \hspace{1cm} (11)

\[ \forall (k : VH_k \in VH \land ST_k \geq (n - 1)W + 1 \land ST_k \leq nW) : \]

\[ \forall (i : TH_i \in TH') : s_{ki} \in \{0, 1\} \]  \hspace{1cm} (12)

Algorithm 1 gets sets \( TH \) and \( VH \) as its input, and outputs the \( s_k \) values belonging to each VH.

In lines 1 and 2, the algorithm initializes each \( s_k \) to initial value \(-1\). From line 4, the algorithm runs iterations, one for each time window. Within an iteration, in line 5, the algorithm formulates and solves the BLP for the current time window. In lines 6 to 9, based on the calculated \( s_{ki} \) values of the BLP, the algorithm assigns the \( s_k \) value of each of those VHs, which were assigned to a TH (or dropped) in the current time window. By the end of the algorithm, each \( s_k \) value is known.

As simulations in Section 2.5 of my dissertation have shown, there are scenarios, in which not only the ILP formulating the original problem, but the ILP based heuristic algorithm cannot be solved due to its huge running time. For these scenarios thus, I have developed another heuristic algorithm, which is described in the following.

**Thesis 1.2** [J1, C1] I have proposed a bin packing based heuristic algorithm for solving the load distribution problem. The algorithm splits up the time axis into time windows of a given length, and considers and solves the load distribution problem as a series of bin packing-like problems, one for each time window.

The main idea of the heuristic algorithm is that VHs the execution of which starts closely to each other, affect each other’s assignability, just as the goods affect each other’s assignability in the case of the bin packing problem [27]. After dividing up the time axis into time windows of size \( W \), the assignment problem of VHs
starting in the same time window is similar to a bin packing problem. Thus, for VH assignment within the same time window, the heuristic algorithm uses a heuristic algorithm similar to the first fit descending (FFD) algorithm [28], which is a heuristic algorithm for bin packing.

Algorithm 2: Bin packing based heuristic solution for the load distribution problem

\begin{algorithm}
\begin{algorithmic}
\State \textbf{input} : $T\mathcal{H}$, $V\mathcal{H}$, $W$
\State \textbf{output}: $\bigcup_{k:VH_k \in V\mathcal{H}} \{S_k\}$
\For{$VH_k \in V\mathcal{H}$}
\State $S_k := -1$;
\State $n := 1$;
\EndFor
\While{$(n-1)W + 1 \leq t_{max}$}
\State $V\mathcal{H}_n := \{VH_k \mid VH_k \in V\mathcal{H} \land ST_k \geq (n-1)W + 1 \land ST_k \leq nW\}$;
\State $VH_n \leftarrow \text{sort } V\mathcal{H}_n \text{ by } C_k \text{ descending}; \text{ Return } k$;
\State $k := 1$;
\While{$k \leq |VH_n|$}
\State $i := 1$;
\While{$i \leq |T\mathcal{H}|$}
\If{$\forall (j: a_{(VH_n[k])j} = 1) : C_{VH_n[k]} \leq TC_i - \sum_{l:VH_l \in V\mathcal{H} \land S_l = i} a_{lj}C_l$}
\State $S_{VH_n[k]} = i$;
\State \textbf{break};
\EndIf
\State $i := i + 1$;
\EndWhile
\If{$S_k = -1$}
\State $S_k := |T\mathcal{H}| + 1$;
\EndIf
\State $k := k + 1$;
\State $n := n + 1$;
\EndWhile
\EndWhile
\end{algorithmic}
\end{algorithm}

Algorithm 2 shows the steps of the heuristic algorithm used for solving the load distribution problem. If in the algorithm, $S_k$ equals $|T\mathcal{H}| + 1$ then $VH_k$ is dropped.

After initializing each $S_k$ to -1 in lines 1 and 2, the heuristics runs iterations, one for each time window. In line 5, the algorithm creates set $V\mathcal{H}_n$ from those VHs, which start in the current time frame. Then, from line 6 to 17 the heuristics assigns each VH from $V\mathcal{H}_n$ to a TH included in $TH'$, using a heuristic algorithm similar to
the first fit descending algorithm, according to the following:

In line 6, the elements of $\mathcal{VH}_n$ are sorted by capacity in descending order and their references are put into vector $\mathbf{VH}_n$. Then for each $VH_k$ for which, $k$ is an element of $\mathbf{VH}_n$, starting from the $VH_k$ element with the largest capacity, the algorithm finds the first TH from $\mathcal{T\mathcal{H}}$, which has enough free capacity to execute $VH_k$ that is, the first TH the free capacity of which is greater than or equal to the capacity of $VH_k$ in each time slot in which $VH_k$ is running. If the algorithm fails to find such a TH, then $VH_k$ is assigned to $TH_{|\mathcal{T\mathcal{H}|+1}}$ that is, $VH_k$ is dropped.

In Section 2.5 of my dissertation, I have evaluated the time efficiency of and the maximal average TH-utilization achieved by the proposed heuristic methods and a greedy algorithm. According to the simulations, the proposed heuristic approaches are more efficient than the greedy load distribution algorithm in many scenarios.

Table 1 shows the comparison of the methods introduced in this section and the greedy algorithm.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Short description</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greedy</td>
<td>Assigns VHs to THs in the order of their starting times. Each VH is assigned to the first TH having enough free capacity for the whole time of execution of the VH</td>
<td>Time efficient, but achieves the lowest maximal average utilization</td>
</tr>
<tr>
<td>BLP based</td>
<td>Divides up the time axis into time windows and solves a BLP for each time window</td>
<td>Achieves a larger average TH-utilization with increasing window size, but unscalable due to NP-complete sub-problems</td>
</tr>
<tr>
<td>Bin packing based</td>
<td>Divides up the time axis into time windows and solves a bin packing-like problem in each time window</td>
<td>Reasonable running time, its maximal average TH-utilization is between those of the greedy and the BLP based methods</td>
</tr>
</tbody>
</table>

Table 1: Comparison of VH-assignment methods
4.2 A Model-Driven Performance Testing Method for Communicating Systems

As mentioned earlier, the field of black-box performance testing of communicating systems lacks an evolved theoretical background, including automatic methods for checking whether the SUT fulfills certain performance requirements. Black box performance tests are mainly designed in an ad-hoc way in the industry [29]. The main drawback of an ad-hoc method is the inaccuracy of the performance measurements it produces. To solve this problem, I have proposed an automatic, model-driven performance testing method. The presented method interacts with the SUT, and creates its formal performance model based on which, it automatically determines whether the SUT fulfills the performance requirement of serving $CR_{usr}$ messages within a second while serving $usr$ users.

$CR_{usr}$ as a performance requirement is ambiguous. Thus, I interpreted this notion in two ways. $CR_{usr}$ can be disambiguated as $CWR_{usr}$, which is the required number of messages that the SUT has to be able to serve within a second, in worst case. By worst case, I mean that the SUT has to be able to serve $CWR_{usr}$ messages per second given any sequence of requests it receives from the users. $CR_{usr}$ can also be disambiguated as $CER_{usr}$, which is the expected number of messages the SUT has to be able to serve within a second.

**Thesis 2** I have defined the Timed Communicating Finite Multistate Machine model (TCFMM) for representing some aspects of the performance of the System Under Test (SUT). I have given a method for calculating the worst-case number of requests that the SUT is capable of serving within a second. Furthermore, I have given a method for calculating the expected number of request messages that the SUT is capable of serving within a second.

The proposed method is a model-driven performance testing method. The inputs of the method are the finite state machine (FSM) to which, the SUT corresponds, according to its conformance test, and the above mentioned conformance requirements. From this FSM and measurements performed on the SUT, the proposed method builds up a formal performance model of the SUT based on which, it analytically determines whether the SUT fulfills its performance requirements.

**Thesis 2.1** [J2, J5, C2] I have defined the Timed Communicating Finite Multistate Machine (TCFMM) model. The TCFMM is capable of representing the maximal
number of request messages the SUT is able to process within a second while serving a given number of users. I have specified how to create the TCFMM model of the SUT based on the Finite State Machine (FSM) to which it corresponds and based on measurements performed on the SUT.

The Timed Communicating Finite Multistate Machine is defined in the following. In the definition, \( \tau_0 \) denotes the time of the beginning of the execution.

**Definition 1** The Timed Communicating Finite Multistate Machine (TCFMM) is a 10-tuple:

\[
TCFMM = (I, O, S, s_0, T, U, H, \delta, \chi, \sigma), \text{ where}
\]
1. \( T \subseteq I \times O \times S \times S \times \mathbb{R}^+ \)
2. \( \forall t_i, t_j \in T((t_i = (i_i, o_i, s_{from_i}, s_{to_i}, d_i)) \land t_j = (i_j, o_j, s_{from_j}, s_{to_j}, d_j) \land s_{from_i} = s_{from_j} \land i_i = i_j) \Rightarrow t_i = t_j) \)
3. \( \chi \in H \rightarrow U, \chi \) is bijective
4. \( s_0 \in S \)
5. \( \sigma \in \mathbb{R}^+ \times U \rightarrow S \cup \{\emptyset\} \)
6. \( \forall (u \in U) : \sigma(\tau_0, u) = s_0 \)
7. \( \delta \in \mathbb{R}^+ \times H \times I \rightarrow S \times O \times \mathbb{R}^+ \)
8. \( \forall (t_i \in T, h \in H, \tau \in \mathbb{R}^+) : \sigma(\tau, \chi(h)) = s_{from_i} \Rightarrow \delta(\tau, h, i_i) = (s_{to_i}, o_i, d_i) \)

and invalid inputs are dropped.

9. \( \forall (\tau, h, i, s, o, d) : \delta(\tau, h, i) = (s, o, d) \):
\[
(\forall (\phi : 0 < \phi < d) : \forall (u \in U - \{\chi(h)\}) : \\
P(\sigma(\tau + \phi, u) = \emptyset) = 1 \Rightarrow (\sigma(\tau + d, \chi(h)) = s \land \forall (\epsilon : 0 < \epsilon < d) : \\
\sigma(\tau + \epsilon, \chi(h)) = \emptyset) \land (\neg (\forall (\phi : 0 < \phi < d) : \forall (u \in U - \{\chi(h)\}) : \\
P(\sigma(\tau + \phi, u) = \emptyset) = 1) \Rightarrow \exists (d' : d' < d) : \\
(\sigma(\tau + d', \chi(h)) = s \land \forall (\epsilon : 0 < \epsilon < d') : \sigma(\tau + \epsilon, \chi(h)) = \emptyset) \land \\
\land \exists (t_i \in T) : s_{from_i} = \sigma(\tau, \chi(h)) \land s_{to_i} = s \land i_i = i \land o_i = o \land d_i = d)
\]

The proposed performance testing method creates the TCFMM model of the SUT. To create this model, first, its functional structure has to be built based on the Finite State Machine (FSM) to which, the SUT corresponds, according to the conformance test previously run on it. Let \( M'' \) denote the FSM to which the SUT corresponds. Following the FSM definition in [4], \( M'' \) is defined in the following way:
\[ M'' = (I'', O'', S'', \delta'', \lambda''), \]

where

\[ \delta'' : S'' \times I'' \rightarrow S'' \] is the state transition function

\[ \lambda'' : S'' \times I'' \rightarrow O'' \] is the output function

Let \( M = (I, O, S, s_0, T, U, H, \delta, \chi, \sigma) \) denote the TCFMM, which is used for conducting the performance test. \( M \) is constructed in two steps from \( M'' \). In the first step, based on \( M'' \), a TCFMM \( M' = (I', O', S', s'_0, T', U', H', \delta', \chi', \sigma') \) is created according to the following assignments:

- \( S' = S'' \)
- \( s'_0 = \) the initial state of \( M'' \)
- \( O' = O'' \)
- \( I' = I'' \)
- \( U' = \{u_i | i = 1, ..., usr\} \)
- \( H' = \{h_i | i = 1, ..., usr\} \)
- \( \forall(h_i \in H') : \chi'(h_i) = u_i \)
- \( T' = \{t_i = (i, o_i, s_{from_i}, s_{to_i}, \emptyset) : \exists(i \in I'', s \in S'') : s_{from_i} = s \land s_{to_i} = \delta''(s, i) \land \forall t_j = (i_j, o_j, s_{from_j}, s_{to_j}, \emptyset) : (s_{from_j} = s_{from_i} \land i = i_j \Rightarrow t_i = t_j) \} \)

Functions \( \sigma' \) and \( \delta' \) are derived from the above assignments, and from Constraints 5 to 9 of Definition 1. In the second step, \( M' \) is transformed to \( M = (I, O, S, s_0, T, U, H, \delta, \chi, \sigma) \), according to the following assignments:

- \( I = I' \)
- \( O = O' \)
- \( s_0 = s'_0 \)
- \( U = U' \)
- \( H = H' \)
- \( \forall(h_i \in H) : \chi(h_i) = u_i \)
- \( T = \{t_i \exists(t_j \in T') : (\exists(t_k \in T') : s_{from_k} = s_{to_j} \land s_{from_j} = s_{from_i} \land s_{to_i} = s_{to_i} \land i_j = i_i \land o_j = o_i \land d_j = d_i) \lor \forall t_j = (i_j, o_j, s_{from_j}, s_{to_j}, \emptyset) : (s_{from_j} = s_{from_i} \land i = i_j \Rightarrow t_i = t_j) \} \)
- \( S = \{s_i | s_i \in S' \land \exists(t_j \in T') : s_{from_j} = s_i \} \)
Functions $\sigma$ and $\delta$ are derived from the above assignments, and from Constraints 5 to 9 of Definition 1.

Figure 4: Graphical representation of the TCFMM

Figure 4 shows the graphical representation of a TCFMM. The transition parameters written on each transition are input/output/delay, respectively. All the tokens of the TCFMM reside in $s_0$.

During testing, the test environment emulates users towards the SUT and uses $M$ for tracing the state changes of all the protocol instances (or server threads) running on the SUT. Placing $usr$ tokens into $M$ means that during the performance measurement, the test environment will emulate $usr$ users. During testing, moving token $u$ along transition $t_i$ from state $s_{from_i}$ to state $s_{to_i}$ corresponds to the test environment sending input $i_i$ to the SUT and then waiting to receive output $o_i$ from the SUT, in the name of user $h$, where $\chi(h) = u$. When constructing $M$ from $M'$, all the transitions leading to states with no outgoing transitions (or sink states) in $M'$, are redirected to $s_0$. This way, if a user emulated by the tester sends its last message to the SUT, it will reappear as a new user to be served, with its token residing at $s_0$. Thus, the SUT has to serve $usr$ users in parallel, at all times.

In order to complete the TCFMM model representing the SUT, all the yet unknown transition delays have to be measured on the SUT. This is done as follows:

During testing, the test environment emulates $usr$ users towards the SUT. No user entity can be idle during testing that is, upon receiving an output $o_i$ from the SUT, the user entity has to send an input $i_j$ to the SUT immediately, where $s_{to_i} = s_{from_j}$. The delay of each transition $t_i$ equals the time elapsed between an emulated user sending $i_i$ to the SUT and receiving $o_i$ from the SUT. Each transition delay is
measured a predefined number of times, and these measurements are averaged to get the actual value of each $d_i$.

**Thesis 2.2** [J2, J5, C2] I have given a sufficient and necessary requirement of the SUT being capable of processing a given number of request messages within a second, in worst case. This requirement is defined on the TCFMM representing the SUT. Based on this sufficient and necessary requirement, I have given a method for calculating the number of requests the SUT is capable of serving within a second, in worst case.

As proven in Section 3.5.1 of my dissertation, the sufficient and necessary requirement of a system processing $CWR_{usr}$ messages per second in worst case is as follows:

$$\forall (c_i \in C) : \sum_{t_j \in c_i} d_j \leq \frac{|c_i|}{CWR_{usr}} \quad (13)$$

Based on the above sufficient and necessary requirement, the worst-case number of messages the SUT is able to process within a second can be calculated as follows:

$$CW_{usr} = \min_{c_j \in C} \left\{ \frac{|c_j|}{\sum_{t_j \in c_i} d_j} \right\} \quad (14)$$

**Thesis 2.3** [J2, J5, C2] Based on the TCFMM model of the SUT, and state transition probabilities describing user behavior, I have given a method for calculating the expected number of requests that the SUT is capable of serving within a second.

If the SUT corresponds to Formula 13, it is able to serve $CWR_{usr}$ messages per second in worst case. However, the users communicating with the SUT in its latter real-life environment, might send an input message to the system more likely than another input message at a given state of execution. This behavior of users assigns different probabilities to transitions having the same originating state and consequently, the users might experience that the number of messages the SUT processes within a second is significantly higher than $CW_{usr}$. In the following, I show how to calculate $CE_{usr}$, which is the number of messages the system processes within a second, according to the experience of the users. $CE_{usr}$ is always greater than or equal to $CW_{usr}$.
Let us assume that for a user \( h \), token \( \chi(h) \) resides at state \( s_{from_i} \). Then the probability of \( t_i \), \( p_i \) denotes the probability of user \( h \) sending \( i \) to the SUT (\( p_i \) is equal for each user). Let us furthermore define \( p_{kl} \) as follows:

\[
p_{kl} = \sum_{t_i \in T \land s_{from_i} = s_k \land s_{to_i} = s_l} p_i
\] (15)

Thus, if \( \chi(h) = s_{from_i} = s_k \), \( p_{kl} \) is the probability of user \( h \) sending to the SUT the input message of any transition leading from \( s_k \) to \( s_l \). In other words, \( p_{kl} \) is the probability of token \( \chi(h) \) transferring from \( s_k \) to \( s_l \) (\( p_{kl} \) is equal for each user and token). Let furthermore \( z_i \) denote the stationary state probability of state \( s_i \) that is, the probability of token \( u \) transferring to state \( s_i \) at any time (\( z_i \) is equal for each token and user). To calculate \( CE_{usr} \), we first have to calculate \( z_i \) for each state \( s_i \) from the following matrix equation, where \( n = |S| - 1 \) that is, the number of states in \( M \) minus one:

\[
Fz = \begin{bmatrix}
0 \\
\vdots \\
0 \\
1
\end{bmatrix}, \text{ where } z = \begin{bmatrix}
z_0 \\
z_1 \\
\vdots \\
z_n
\end{bmatrix}, \text{ and } F = \begin{bmatrix}
p_{00} - 1 & p_{10} & \cdots & p_{n0} \\
p_{01} & p_{11} - 1 & \cdots & p_{n1} \\
\vdots & \vdots & \ddots & \vdots \\
p_{0(n-1)} & p_{1(n-1)} & \cdots & p_{n(n-1)} \\
1 & 1 & \cdots & 1
\end{bmatrix}
\] (16)

If \( \det F \neq 0 \), the above matrix equation gives a definite solution for the \( z_i \) values [30]. Based on the \( z_i \) values, \( CE_{usr} \) is calculated as follows, where \( z_{from_i} \) is the stationary state probability of state \( s_{from_i} \):

\[
CE_{usr} = \frac{1}{\sum_{t_i \in T} d_i z_{from_i} p_i}
\] (17)

As verified in Section 3.6 of my dissertation, the performance testing method presented above is a reasonable alternative of the ad-hoc performance testing method for two reasons. First, unlike the ad-hoc method, it is capable of calculating the worst-case number of messages the SUT is able to process within a second. Furthermore, when given the same amount of time for testing, the proposed method is capable of calculating the expected number of messages the SUT is able to process within a second with a higher precision (i.e. with a lower deviation).
4.3 Worst-Case Performance Correction of Communicating Systems

If the performance test finds that $CW_{usr} < CWR_{usr}$ that is, the worst-case number of messages that the SUT is able to serve within a second, is lower than the worst-case number of messages that the SUT should be able to serve within a second, then the performance of the SUT should be augmented to a level at which, it fulfills this requirement. Increasing the number of messages that the SUT is able to process within a second in worst case, is achieved by reducing its transition delays. Each transition delay is reducible by predefined amounts, which may vary from transition to transition. Furthermore, each transition delay reduction has a cost.

The methods presented in the following, aim at increasing the worst-case number of messages the system is able to serve within a second to the desired level, at minimal cost. From now on, this problem is referred to as the worst-case performance correction problem.

**Thesis 3** I have proven that the worst-case performance correction problem is NP-complete. I have formulated the problem as an integer linear program. Furthermore, I have proposed a heuristic algorithm for solving the worst-case performance correction problem with logarithmic cost functions.

I have formulated the worst-case performance correction problem as follows:

Given are the set $T = \{t_i\}$ of transitions, and the set $C = \{C_i\}$ of cycles, each cycle $C_i = \{t_j\}$ being a set of transitions, and each transition $t_j$ having a delay value $d_j$. Given are a positive number $CWR_{usr}$, a positive number $K$, assigned to each transition $t_i$ a variable (a so-called correction factor) $0 < q_i \leq 1$, and a set $Q_i = \{q_{ij}\}$, where $q_{ik} < q_{i(k+1)}$ for each $k = 1, \ldots, |Q_i| - 1$, and $q_{i|Q_i|} = 1$. Furthermore for each transition, given is a monotonic decreasing function $Cost_i(x)$ for which $Cost_i : (0, 1] \rightarrow \mathbb{R}^+$, $Cost_i(1) = 0$. The question to be answered is as follows: Is it possible to choose the value of each $q_i$ so that $\exists (q_{ij} \in Q_i) : q_i = q_{ij}$, and the following two inequalities are true?

\[
\forall (c_i \in C) : \sum_{j : t_j \in c_i} d_j q_j \leq \frac{|c_i|}{CWR_{usr}} \quad (18)
\]

\[
\sum_{i : t_i \in T} Cost_i(q_i) \leq K \quad (19)
\]
In the above definition, \( q_i \) is a factor representing the reduction of \( d_i \). The reduced delay of \( t_i \) is \( d_i q_i \). \( \text{Cost}_i(q_i) \) is the cost of the delay reduction of transition \( t_i \). \( \forall (i : t_i \in T) : \text{Cost}_i(1) = 0 \), because if \( q_i = 1 \), the delay of \( t_i \) is not reduced, and its delay reduction does not cost anything. Finally, \( K \) is an upper bound for the cost of correcting the delays of all transitions. Formula 18 expresses that after the delay correction, the system has to meet Formula 13, while Formula 19 expresses that the total cost of delay correction must not exceed \( K \).

**Thesis 3.1** [J3, J4] I have proven the NP-completeness of the worst-case performance correction problem.

I proved the NP-completeness of the worst-case performance correction problem by reducing an arbitrary instance of the NP-complete knapsack problem in Section 4.2 of my dissertation [27]. Since the problem is NP-complete, an efficient way to solve it, is formulating it as an integer linear program and solving this integer linear program.

**Thesis 3.2** [J3, J4] For finding the optimal solution of the worst-case performance correction problem, I have formulated it as an integer linear program.

The ILP formulation of the worst-case performance correction problem is the following binary linear program, where \( \text{cst}_{ij} = \text{Cost}_i(q_{ij}) \):

Minimize:

\[
\sum_{i : t_i \in T} \sum_{j=1}^{|Q_i|} s_{ij} \text{cst}_{ij}
\]

Subject to:

\[
\forall (i : t_i \in T) : \sum_{j=1}^{|Q_i|} s_{ij} = 1
\]

\[
\forall c_i \in C : \sum_{j : t_j \in c_i} d_j \sum_{k=1}^{|Q_i|} s_{jk} q_{jk} \leq \frac{|c_i|}{CWR_{usr}}
\]

\[
\forall (i : t_i \in T) : \forall (j = 1, 2, \ldots, |Q_i|) : s_{ij} \in \{0, 1\}
\]
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The unknown variables the values of which have to be found when solving the binary program are the $s_{ij}$ variables. The value of each $s_{ij}$ has to be set to 0 or 1 (Equation 23). Variables $s_{ij}$, where $j = 1, \ldots, |Q_i|$ are used for selecting the correction factor of transition $t_i$. As a solution of the BLP above, for each transition $t_i$, there is exactly one $s_{ij}$ variable the value of which is 1. All the other $s_{ij}$ variables belonging to $t_i$ are set to 0 (consequence of Equations 21 and 23). If the value of $s_{ij}$ is 1 then $q_i = q_{ij}$ and thus, correcting the delay of $t_i$ costs $\text{Cost}_i(q_{ij})$. On the left side of Inequality 22, $\sum_{k=1}^{|Q_i|} s_{jk}q_{jk}$ equals correction factor $q_i$ of transition $t_i$. Thus, Inequality 22 means that the corrected delay of each cycle $c_i$ has to be lower than or equal to $\frac{|c_i|}{CWR_{\text{usr}}}$ (this corresponds to Inequality 18). Finally, in the objective function (Formula 20), $\sum_{j=1}^{|Q_i|} s_{ij}\text{cst}_{ij}$ equals $\text{Cost}_i(q_i)$ (the cost of correcting the delay of transition $t_i$). The value of $\text{Cost}_i(q_i)$ is chosen from set $\{\text{cst}_{ij}| j = 1, \ldots, |Q_i|\}$ by the appropriate $s_{ij}$ variable set to 1. Thus, the objective function expresses that the total cost of correcting the transition delays should be minimal.

The time needed to solve the above formulated BLP can be huge thus, I have created a heuristic algorithm for solving the worst-case performance correction problem.

**Thesis 3.3** \cite{J3,J4} I have proposed a heuristic algorithm for solving the worst-case performance correction problem in the case, where the cost functions of transition delay reduction are logarithmic.

The algorithm is optimized for the case when $\text{Cost}_i(x) = -\gamma_i \log_2 x$, where $\gamma_i > 0$ is a constant assigned to transition $t_i$. Algorithm 3 shows how my heuristic method works. In the algorithm, $r$ is the so-called refreshing granularity.

The algorithm first sets the value of each correction factor $q_i$ to its minimal value $q_{i,1}$ and then it runs iterations and increases each $q_i$ to its next smallest legal value (i.e. from $q_{ik}$ to $q_{i(k+1)}$) more or less frequently, until no further correction factor increasement is possible without violating any instances of Inequality 18. Before the first iteration and upon each increasement of $q_i$, the algorithm sets the value of $\alpha_i$, which is the number of iterations that have to pass until the next increasement of $q_i$. The key step of the algorithm is this latter one that is, determining how many iterations have to pass until the next increasement of each $q_i$ in order to keep the cost of delay reduction minimal.
Algorithm 3: Heuristics for solving the worst-case performance correction problem

| input      | \( T, C, CWR_{\text{usr}}, r, \{Q_i|i:t_i \in T\}, \{\gamma_i|i:t_i \in T\} \) |
|------------|-------------------------------------------------------------------------|
| output     | \( \bigcup\{q_i\}_{i:t_i \in T} \)                                    |

1. **foreach** \( i : t_i \in T \) **do**
   2. \( \text{clist}_i := \{j|t_i \in c_j\} \)
   3. **foreach** \( i : t_i \in T \) **do**
   4. \( q_i := q_{i1} \)
   5. **if** \( \exists (c_i \in C) : \sum_{j:t_j \in c_i} d_jq_j > \frac{|c_i|}{CWR_{\text{usr}}} \) **then**
      6. **return** "unsolvable";
   7. **foreach** \( i : t_i \in T \) **do**
      8. \( \text{current}_i := 1 \)
      9. **foreach** \( i : t_i \in T \) **do**
         10. **if** \( |Q_i| > 1 \) **then**
             11. \( \alpha_i := \left\lceil \frac{|\text{clist}_i|d_ir(q_i(\text{current}_i+1) - q_i(\text{current}_i))}{\gamma_i} \right\rceil \)
         12. **while** \( \exists i : (\text{current}_i < |Q_i| \land \forall j \in \text{clist}_i : \left( \sum_{k:t_k \in c_j \land k \neq i} q_kd_k \right) + q_i(\text{current}_i+1)d_i \leq \frac{|c_i|}{CWR_{\text{usr}}} \)) **do**
             13. **foreach** \( i : t_i \in T \) **do**
                 14. **if** \( \text{current}_i < |Q_i| \) **then**
                     15. \( \alpha_i := \alpha_i - 1 \)
             16. **foreach** \( i : t_i \in T \) **do**
                 17. **if** \( \alpha_i = 0 \land \text{current}_i < |Q_i| \land \forall j \in \text{clist}_i : \left( \sum_{k:t_k \in c_j \land k \neq i} q_kd_k \right) + q_i(\text{current}_i+1)d_i \leq \frac{|c_i|}{CWR_{\text{usr}}} \) **then**
                     18. \( q_i := q_i(\text{current}_i+1) \)
                     19. \( \text{current}_i := \text{current}_i + 1 \)
                 20. **if** \( \text{current}_i < |Q_i| \) **then**
                     21. \( \alpha_i := \left\lceil \frac{|\text{clist}_i|d_ir(q_i(\text{current}_i+1) - q_i(\text{current}_i))}{\gamma_i} \right\rceil \)
         22. **return** \( \bigcup\{q_i\}_{i:t_i \in T} \)

In Section 4.5 of my dissertation, I have evaluated the time and cost efficiency of the proposed heuristic algorithm, a simple round-robin algorithm and the ILP, which could not be solved in many scenarios and thus, the optimum was substituted by a
rough lower estimate given by a linear program. According to the simulations, the proposed heuristic algorithm is more cost efficient than the round-robin algorithm, while unlike the ILP, its running time is reasonable.

5 Application of the Results

The results of the first thesis group can be applied for load distribution in a performance test environment, where the load generating software entities (VHs) that generate the load towards the SUT, have predefined starting times and execution times. Among many others, one concrete application area is when the emulated users communicating with the SUT are the VHs. According to simulations, the proposed ILP based method gets more efficient in means of TH utilization, as the number of testing hosts (THs) and the quotient of the average TH capacity and VH capacity decreases. The running time of the ILP based method can be however, unreasonable. The performance of the proposed heuristic algorithm gets better in means of TH utilization, as the quotient of the average TH capacity and the average VH capacity decreases and the deviation of VH capacities increases, without respect to the number of THs.

The automatic performance testing method presented in the second thesis group is applicable if the performance requirement of the SUT is the maximal number of request messages to be served within a second while serving a given number of users. Two examples for the application of this method are a web portal and a SIP proxy. [31] In the first case, the requests are the clicks of users, while in the second case, the requests are the request messages that have to be sent to the proxy, e.g. to initiate a call. The efficiency of the proposed performance testing method was compared to that of an ad-hoc performance testing method used in the industry. The experiments have shown that each worst-case performance measurement taken by the proposed method is lower than any of the ad-hoc measurements taken by the ad-hoc method. The experiments have also proven that the expected performance measurements taken by the proposed method are correct that is, their average equals the average of the measurements taken by the ad-hoc method. Furthermore, the experiments have shown that the deviation of values measured by the proposed method is significantly lower than the deviation of the ad-hoc measurements taken within the same amount of time. This means that the proposed method is more accurate than the ad-hoc method. According to the experiments, the above stands
for extreme cases as well, e.g. when each transition delay of the SUT has a normal or a uniform distribution.

The methods presented in the third thesis group can be used for improving the performance of the SUT in case it has failed the performance test, which was executed against it according to the method presented in the second thesis group. The proposed methods assume that a cost function is available for each state transition of the SUT, using which, the cost of a certain amount of delay reduction of the given transition can be calculated. The binary linear program formulated in this thesis group cannot be solved in many scenarios, due to the huge amount of time needed for solving it. However, unlike solving the BLP, the presented heuristic algorithm has a reasonable running time. According to simulations, the performance of the heuristic method gets better as the amount of the necessary correction \((\frac{CWR_{usr}}{CW_{usr}})\) increases.
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