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Preliminaries

The measurement of a quantum mechanical system is of a probabilistic nature, so even determining a measurable quantity requires statistical methods. This is why state estimation is an important field in quantum information theory [24, 25, 27].

It is well-known that a measurement applied to a quantum system will change the state of it in an irreversible way depending on the measurement outcome. Additionally, D’Ariano and Yuen prove in [15] that it is generally not possible to determine the state of one single quantum system, whatever estimation scheme is used. We use therefore several copies of the same system being in the same state, perform a sequence of measurements, and estimate the unknown state from the outcome statistics. This process is usually called quantum state tomography [13] and can be traced back to the seventies [19, 20]. The problem of state estimation is quite old, however, the interest in a thorough mathematical analysis of quantum state estimation procedures has been flourishing recently [11, 12, 16, 23, 34].

To set up a quantum state estimation two ingredients have to be given: the measurement strategy used to obtain information, and the estimator mapping the measurement data to the state space. Most publications use maximum-likelihood (ML), Bayesian or some other simple method to obtain an estimator from measurement data. For the measurement part the spectrum of approaches is very wide. There are works [10, 18] which perform a single measurement on the compound system
from identical copies and obtain optimality in an asymptotic sense. Other authors [28, 29] take measurements independently on states and deal with the properties of the estimate when only a finite number of measurements is available. My thesis takes the latter approach. Furthermore, it presents a new way to incorporate partial information into the state estimation process.

In quantum tomography setups some a priori information about the state can be given in various ways. The most popular subject in this field is state discrimination: in that case we know that the system is in one of several given states, and we would like to determine which one it is [14]. We can have an a priori probability distribution of the true state, too, as another possibility [16]. This thesis considers a setup when we know that the state is in a given subset of the whole state space, i.e., some parameters of the state are given.

The basic ideas of my work can be traced back to the fundamental work of Wooters and Fields in 1989 [35]. They maximized the average information gain of the estimation over the possible true states with respect to the prior distribution, and obtained the optimality of complementary measurements. The heuristic concept of complementarity was born together with quantum theory. A mathematical definition is due to Accardi [9] and Kraus [22]. A recent overview about complementarity can be found in [26]. In our case complementarity means quasi-orthogonality of measurements, that is, the traceless parts are orthogonal with respect to the Hilbert-Schmidt inner product.

References [2, 28] mention as a side result the optimality
of the complementary measurement for qubits. This is a much weaker result than the previous one [35], but they optimize a different quantity: instead of maximizing the information gain, they minimize the determinant of the average covariance matrix

\[ \det \langle \text{Var}(\hat{\theta}) \rangle \rightarrow \min. \]  

Further investigations of this quantity were carried out in [11], which is the direct premise of my work. They used (1) for proving optimality of complementary measurements in quite general settings, so improved the result of Wooters and Fields. Their approach, however, has its own limitations: they do not consider either the known parameter case, or the single POVM case. But their results suggest that the determinant of the average covariance matrix might be a useful quantity for more complex state estimation scenarios, too.

There are results available for the single POVM case, too, however these approaches are usually different from those using multiple von Neumann measurements. A POVM (Positive Operator Valued Measure) is a set \( \{E_i : 1 \leq i \leq k\} \) of positive operators such that \( \sum_i E_i = I \). Let us take a set of projections \( P_i, 1 \leq i \leq k \) such that

\[ E_i = \frac{1}{\lambda} P_i \quad \text{and} \quad \text{Tr} P_i P_j = \mu \quad (i \neq j). \]  

The case when we have rank-one projections with \( k = n^2, \lambda = n \) and \( \mu = 1/(n+1) \) is called symmetric informationally complete POVM (SIC-POVM) [36] and is currently a rather popular concept [23, 30, 31]. Zauner shoved their existence for \( n \leq 5 \), there
has been some analytic and numerical progress [17, 33], but the existence of a SIC-POVM is still unknown for a general dimension $n$.

Rehacek, Englert and Kaszlikowski argued that although there are six measurement directions in the standard method, in the qubit case four of them are enough to obtain all possible states [29]. The elements of the POVM were related to the vertices of a regular tetrahedron in Bloch space, which is the well-known example of the SIC-POVM in the qubit case. Scott [32] minimizes the expectation of the squared Hilbert-Schmidt distance to obtain the optimal linear state estimation, proving the optimality of the $n$-dimensional SIC-POVM. I am also interested in the case when some parameters are known, so I generalized Scott’s method. As a result I have found examples for the $k < n^2$ case in (2), too.

In my thesis I examine different state estimation scenarios and give the best estimation schemes. I consider the case when we have multiple von Neumann measurements as well as that of a single POVM measurement. I analyze the problem of partial a priori information for qubits and multi-level systems as well. I introduce a new generalization of SIC-POVMs and examine its properties both analytically and numerically.
My main results

1. The quantity: determinant of the average covariance matrix [3, 4]

A density matrix $\rho \in M_n(\mathbb{C})$ has $n^2 - 1$ real parameters. If the parameters $\theta = (\theta_1, \theta_2, \ldots, \theta_k)$ are not known, but the others are, we can use this information to estimate $\hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_k)$. To obtain optimal state estimation we need an error function $f(\theta, \hat{\theta})$ to minimize. In my work, I mostly (Points 2.-4.) concentrate on minimizing the determinant of the average covariance matrix

$$f(\theta, \hat{\theta}) = \det \langle \text{Var} (\hat{\theta}) \rangle \rightarrow \min.$$  (3)

This quantity has been used in other works, too, however its full potential has not been explored. A wide range of uses is provided in the thesis: the case of multiple von Neumann measurements, the case of single POVM, even numerical optimization.

2. The multiple von Neumann measurement case [3]

In Section 3.1 we suppose that we have exactly the sufficient number of POVMs with two elements: $\{F_1, I - F_1\}$, $\{F_2, I - F_2\}$, $\ldots$, $\{F_k, I - F_k\}$. If we have a decomposition

$$M_n(\mathbb{C}) = \mathbb{C} I \oplus \mathcal{A} \oplus \mathcal{B},$$

where $\mathcal{A}$ corresponds to the subspace generated by the known, $\mathcal{B}$ to the subspace generated by the unknown parameters, we
can summarize the results in the following Theorem:

**Theorem 1.** If the positive contractions $F_1, \ldots, F_k$ have the same spectrum, then the determinant of the average covariance matrix is minimal if the operators $F_1, \ldots, F_k$ are complementary to each other and to $A$.

The main novelty here is the case when some parameters are known. Using this information less measurements are needed, and we also obtain the quasi-orthogonality of measurements to the subspace generated by the known parameters.

### 3. The single POVM case [3]

In Section 3.2 we cover the case of a single positive operator valued measurement $\{E_1, E_2, \ldots, E_k\}$. In $n$ dimensions, analytic results could only be achieved for the case when neither element of the density is assumed to be known.

**Theorem 2.** If a symmetric informationally complete system exists, the optimal POVM is described by its projections $P_i$ as $E_i = P_i/n$ ($1 \leq i \leq n^2$).

In other words, we proved the optimality of the SIC-POVM, but using the same method and quantity (3) as in the previous, von Neumann case.

We also have a very interesting result in one of the qubit cases:
Theorem 3. The optimal POVM for the unknown Bloch parameters $\theta_1$ and $\theta_2$ can be described by projections $P_i$, $1 \leq i \leq 3$:

$$E_i = \frac{2}{3} P_i, \quad \text{Tr} \sigma_3 P_i = 0, \quad \text{Tr} P_i P_j = \frac{1}{4} \quad \text{for} \quad i \neq j.$$

So if some parameters are known and some unknown the optimal POVM is symmetrical and complementary to the subspace of the known parameters. This theorem is a combination of Theorems 1 and 2. We can think of the optimal measurement as a generalization of SIC-POVMs, hence we named them conditional SIC-POVMs.


In order to study the concept of conditional SIC-POVMs, I present a numerical algorithm in Section 3.3.1 that optimizes (3). The algorithm works efficiently, with its help I provided many examples in different scenarios, even analytically:

- I show the first non-trivial example of a conditional SIC-POVM

$$E_1 = \frac{1}{7} \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix}, \quad E_2 = \frac{1}{7} \begin{bmatrix} 1 & \varepsilon^6 & \varepsilon^2 \\ \varepsilon & 1 & \varepsilon^3 \\ \varepsilon^5 & \varepsilon^4 & 1 \end{bmatrix},$$

$$E_3 = \frac{1}{7} \begin{bmatrix} 1 & \varepsilon^2 & \varepsilon^3 \\ \varepsilon^5 & 1 & \varepsilon \\ \varepsilon^4 & \varepsilon^6 & 1 \end{bmatrix}, \quad E_4 = \frac{1}{7} \begin{bmatrix} 1 & \varepsilon^4 & \varepsilon^6 \\ \varepsilon^3 & 1 & \varepsilon^2 \\ \varepsilon & \varepsilon^5 & 1 \end{bmatrix},$$

$$E_5 = E_2^\top, \quad E_6 = E_3^\top, \quad E_7 = E_4^\top,$$
• There is a conditional SIC-POVM containing the diagonal matrix units (which can be extended to any dimension, providing a simple example for existence).

• There is an example for conditional SIC-POVMs that contains projections of rank 2.

• There is an example where no conditional SIC-POVM exists.

These results lead us to the accurate definition of conditional SIC-POVMs:

**Definition.** \{E_1, E_2, \ldots, E_k\} forms a conditional SIC-POVM, if the elements \( E_i \) fulfill the conditions in (2) and they are complementary to the subspace of known parameters.

5. **Conditional SIC-POVMs [5]**

In Section 3.3.2 we obtain the optimality of conditional SIC-POVMs analytically. But instead of using (3) we minimize the square of the Hilbert-Schmidt distance used in [32]. By generalizing their method to the conditional case we obtain

**Theorem 4.** In the conditional case, the elements of the optimal POVM can be described as multiples of rank-one projections with the following properties (1 ≤ i, j ≤ k):

\[
E_i = \frac{n}{k} P_i, \quad \text{Tr} P_i P_j = \frac{k-n}{n(k-1)} \quad (i \neq j)
\]

and \( \text{Tr} \sigma_l P_i = 0 \quad (\forall l : \sigma_l \in \mathcal{A}). \)
Thus, provided a rank-one conditional SIC-POVM exists, it is also optimal. The constants in (2) are

\[ \lambda = \frac{k}{n}, \quad \mu = \frac{k - n}{n(k - 1)}. \]

Note that they only depend on the dimensionality of the state and on the number of unknown parameters,

When there is no known parameter (i.e., \( k = n^2 \)), we arrive at the case of SIC-POVMs, so these can be considered special conditional SIC-POVMs. The question whether a conditional SIC-POVM exists is obviously at least as difficult as in the case of common SIC-POVMs, however, the answer is not known for the latter case, either.
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