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1 Introduction

In this thesis, I investigate security issues of two instances of multi-hop wireless networks: Delay Tolerant Networks and Wireless Mesh Networks.

A Delay Tolerant Network (DTN) is an infrastructureless network, where the message dissemination is performed by the participating mobile — usually battery driven — end-nodes. The messages are delivered in a store-carry-and-forward manner. With this approach, the messages can be delivered even if an online end-to-end route connecting the source and the destination never exists. This means that the intermediate mobile nodes carry the messages and pass them on to other intermediate nodes when they have a connection (e.g., when they are in vicinity).

I address some issues in delay tolerant personal wireless networks. These networks typically consist of handheld devices owned by mobile users and local information needs to be distributed to a set of nearby destinations based on their interest in the information.

Since in the considered application, the destinations are defined by their interests, the data packets are forwarded based on a dissemination approach. In dissemination based algorithms there is no a priori knowledge of possible routes towards the destination or destinations. Because of that and the fact that the destinations are not known either, each message must be disseminated all over the network. The basis of dissemination based algorithms is flooding, and they differ on how they limit the number of message copies.

I identified four security issues in delay tolerant personal wireless networks: 1) stimulating cooperation, 2) preventing SPAM, 3) providing fairness, and 4) preserving privacy.

A regular Wireless Mesh Network (WMN) consists of mesh routers (MR) that form a static wireless ad hoc network as an infrastructure and mesh clients (MC) that use that infrastructure. As mesh networks are typically not stand alone networks, some of the mesh routers function as gateways (GW) typically to the wired Internet. A subset of mesh routers function as wireless access points (AP) where mobile mesh clients can connect to the network. The sets of gateways and access points can overlap and they do not necessarily cover the entire set of mesh routers.

I concentrate on Wireless Mesh Networks, where the infrastructure is maintained by operators who provide broadband wireless access to the Internet for their customers based on contracts. The idea has gained increasing popularity (see e.g., Ozone's mesh network in Paris (www.ozone.net) and the Cloud in London (www.thecloud.net)).

In such networks, a novel approach is that the mesh routers are operated by multiple operators, and they cooperate in the provision of networking services to the mesh clients. This cooperation can be based on business agreements (similarly to roaming agreements in the case of cellular networks). Customers may be associated with one or more operators by contractual means and have the ability to roam to the rest of the cooperating operators, if necessary. The collaboration of multiple operators has some advantages (e.g., the installation cost can be reduced by using each other’s networking elements).

The bandwidth can be increased using multiple interfaces and multiple channels in mesh routers. However, this approach requires special consideration in security design. Furthermore, WMNs have to support user mobility and they have to fulfill QoS requirements, too, because MCs can move during the data transmission while they may run QoS aware applications.

I refer to the above described Wireless Mesh Network, which is maintained by multiple operators, uses multiple interfaces with multiple channels, and supports user mobility and QoS, as Multi-WMN.

Three groups of main issues can be addressed regarding secure data forwarding in Multi-WMN: 1) fast authentication of MCs and access control to network resources, 2) protection of wireless communication including secure routing, and 3) intrusion and misbehavior detection and recovery.
2 Research Objective

In DTN, it is essential to prevent selfish behavior in data dissemination, because the data forwarding relies on the end-users’ willingness to help each other. Current reputation and electronic payment solutions do not suit well the DTN environment. My main goal is to propose a distributed mechanism that encourages the nodes to store, carry, and forward messages even if they are not particularly interested in their contents. The mechanism should decrease the delivery delay and increase the delivery ratio.

I addressed the problem of traceability of users participating in DTNs. In this thesis, I investigate an issue specific to DTN arisen because of the store-carry-and-forward data delivery manner. In particular, an attacker can build a user profile of a node based on what messages the node stores and what messages it wants to download. After profiling, the attacker can trace the node even if the node communicates with the other nodes through anonymous links. I aim to propose a defense method against the above described attackers without jeopardizing the node’s main goal, the message collection.

In Multi-WMN, I concentrate on the authentication and access control mechanism. My objective is to reduce the authentication delay, in order to support mobile users and seamless handover between the access points. Many proposed fast authentication schemes rely on trust models that are not appropriate in a multi-operator environment. In this thesis, my objective is to propose an authentication and access control method that satisfies all the requirements of Multi-WMNs.

I also address the problem of detecting misbehaving routers in Multi-WMNs and avoiding them when selecting routes. I consider misbehaving routers claiming fake information about their link or device properties in the control messages. Note that misbehaving routers may hold valid keys, and the authenticity of their messages is assured, thus, the receiving routers may utilize this information. Current solutions suffer from high overload or they do not suit multi-channel communication environment. My main goal is to propose a misbehaving router detection mechanism which can identify those routers that send fake information about their link states and device properties. Furthermore, I want to avoid to overload the network, and I require to suit the multi-channel environment.

3 Methodology

Before designing any methods, a list of requirements were assembled. The related proposals have been surveyed considering the requirement list. If none of them fulfilled all the requirements, a new method has been proposed. The methods were improved after the detailed analysis unless they meet all the requirements.

In each thesis group, I applied formal methods, simulations or measurements on real implementations in order to validate that the proposed solutions work as expected in the considered environment. When no real implementation has been prepared, a system model and an attacker model is built. The models are based on probabilistic and game theories.

In order to investigate the effectiveness of the proposed solutions, I define metrics which make it possible to compare my solutions to existing ones or to ideal or worst case scenarios. I used a Markovian model and probabilistic theories in order to show some properties of the metrics.

My analysis due to the complexity of the models are mainly based on extensive simulations. The investigation of the results rely on the average of multiple simulation runs and their empirical deviation or confidence interval. Realistic mobility models are considered thanks to SUMO mobility environment [SUM10] whose results are processed by C++ or Matlab based simulators.
4 New Results

4.1 Stimulating cooperation in data dissemination using barter in Delay Tolerant Networks

THESES 1: In order to stimulate the cooperation in data dissemination, I propose barter as an exchange mechanism in Delay Tolerant Networks where messages are forwarded with a dissemination based approach. By means of simulations, I show that the proposed barter mechanism indeed encourages nodes to disseminate messages which results in faster delivery and higher delivery ratio. [C4] [J2]

The problems identified in [PVS07] are the motivation for proposing a mechanism that encourages the users to carry other users’ messages even if they are not directly interested in those messages. My proposed mechanism is based on the principles of barter: the users trade in messages and a user can download a message from another user if he/she can give a message in return. I expect that it is worth for the users to collect messages even if they are not interested in them, because they can exchange them later for messages that they are interested in. Thus, the messages are expected to propagate faster in the network.

THESIS 1.1: I build a system model and run simulations in order to investigate the effects of selfishness in the considered Delay Tolerant Networks. I propose barter as an exchange mechanism in this context resulting in a novel approach which does not require any central entity as payment schemes do, nor the observation of other participants as reputation schemes require. Using game theory, I show that in a wide range of parameters of the simulations, the Nash Equilibrium strategies dictate that the users collect and disseminate messages even if they are not interested in them. This means that the proposed barter approach indeed mitigates the disadvantageous effect of selfishness. [C4] [J2]

In my system model, a user and her device together is the mobile node. The messages are generated by special nodes called message nodes.

Each message has a type for each mobile node. A message is a primary message for a given mobile node, if the mobile node is interested in the content of the message and secondary if the mobile node is not.

A message has two main properties: the first one is the popularity (ζ) attribute and the second one is the discounting characteristic (δ). The popularity attribute describes the probability that a randomly taken mobile node is interested in the message. The discounting function determines the value of the messages over time. The secondary messages have no direct value for the nodes.

In my model, the mobile nodes are not able to exchange as many messages as they want but at maximum one message per time step. This limited exchange capability is called the implicit cost of the exchange, because there is no guarantee that the nodes can download all the messages that they want from the other party. In my system model, there is no other costs. However, the mobile nodes delete the messages from the memory whose value goes below a certain threshold $D$.

As shown in Eq. (1), the goodput ($0 \leq G_i(t) \leq 1$) for mobile node $i$ at time $t$ is the sum of the value of each primary message at the time of obtaining ($v_i(\tau)$) normalized with the value that node $i$ could obtain in an ideal case ($|M^P_i(t)|$).

$$G_i(t) = \frac{\sum_{\tau=0}^t v_i(\tau)}{|M^P_i(t)|}$$  (1)
\(v_i(\tau)\) is calculated from the discounting function as \(v_i(t) = \delta(t - T_{m_i})\), where \(m_i\) is the message that mobile node \(i\) downloaded in time step \(t\), \(T_m\) is the time step when message \(m\) was generated.

The goodput may vary over time, however it converges to a steady-state value as I prove in Thesis 1.3. Therefore, I will consider the goodput, denoted by \(G_i\), of each mobile node \(i\) in the steady state.

\[
G_i = \lim_{t \to \infty} G_i(t)
\] (2)

My approach to stimulate the cooperation of mobile nodes is based on the principles of barter. The mobile nodes exchange the same number of messages in a message-by-message manner, in preference order. In my model, the preference is based on the discounted value of the messages.

Recall that there is no direct benefit of downloading a secondary message. It is worth to download later for primary ones. According to this, the value of the secondary messages is considered only when a node defines its preference of messages during the message exchange. For a mobile node, secondary messages are worth \(SP \cdot \delta(t)\) units time \(t\) after its generation. \(SP\) is called secondary/primary ratio. I have to emphasize that if \(SP_u = 0\) then the mobile node \(u\) does not download any secondary messages.

I model my proposed mechanism as a game to analyze the behavior of the mobile nodes using game-theory. I define a non-cooperative game \(G = [P, \{S_i\}, \{\pi_i\}]\), called barter game. \(P\) is the set of the players, \(S_i\) denotes the strategy space of player \(i \in P\), and \(\pi_i\) represents the payoff function of each player \(i\). To be more precise, \(\pi_i\) is the simplified notation of \(\pi_i(s_0, s_1, ..., s_{|P|-1})\), because the payoff of each player depends on the strategy played by the other players.

In the barter game, the players \((P)\) are the mobile nodes, and hence in the rest of this section, I will use the same notation for players as for mobile nodes. The strategy of each player is its secondary/primary ratio \((SP_i \in S_i = [0, 1])\). The players do not change their strategies during the game. The players choose their strategies in a way to maximize their goodput. Hence, the steady-state goodput is the payoff of the barter game for player \(i\) \((\pi_i = G_i)\).

As one can see, the barter game is a symmetric game, because each player has the same strategy space \((S_0 = S_1 = ... = S)\) and their payoff functions are equal \((\pi_i = \pi_j, i, j \in P)\). A symmetric game \(G\) can be denoted by \([P, S, \pi()]\).

In the analysis of the barter mechanism, I am looking for the Nash Equilibria \([FT91]\). I limited ourselves to find only pure strategy, symmetric Nash Equilibria. In symmetric games, \(\{s^*\}\) is Nash Equilibrium if the following equation holds for any player \(i \in P\):

\[
s_i^* = \arg\max_{s_i \in S} \pi(s_0^*, s_1^*, ..., s_i, ...), \text{where} \ s_u^* = s_v^* \forall u, v \in P/\{i\}
\] (3)

As one can see, it is easy to verify that a specific strategy profile \(\{s^*\}\) is a Nash Equilibrium or not. Considering any player \(i \in P\) — without loss of generality \(i = 0\), called player NULL — if it is worth for player \(i\) to deviate, \(\{s^*\}\) is not a Nash Equilibrium, whereas if \(s^*\) is the best response to player \(i\) then \(s^*\) will be the best response strategy for all the other players too, as the players have equal payoff functions. Therefore, to find the symmetric pure-strategy Nash Equilibria, investigation of a 2-dimensional space is enough. Thus, due to the symmetry of the game, the analysis is independent of the number of players.

Because of the complexity of the model, I use simulations instead of analytical tools. Therefore, I built a simulation environment in C++ where 300 mobile nodes move in discrete time steps according to one of the two mobility models: the Restricted Random Waypoint \([BGLB02]\) and simulation of Urban MOBility \([SUM10]\) model.

In Figure 1, where the best response of player NULL is plotted in a representative scenario, on the vertical axis, there are the strategies that player NULL can choose, while on the horizontal axis, the strategy space of the other players is placed. The Nash Equilibrium candidates are the
strategy profiles where player NULL and the other players choose the same strategy; these are denoted by solid, black points. Whereas, the best response strategy of player NULL to a specific strategy profile of the other players is denoted by empty circles. The Nash Equilibria are those \( \{s\} \) values where the candidates match the best response function.

In Figure 2, the histogram of the Nash Equilibrium strategy values of all the considered simulation sets is plotted. The figure shows that in the simulated cases, the strategy which is most beneficial individually - the Nash Equilibrium of the barter game - to set the secondary/primary ratio to a low value but not to 0. Therefore, it is beneficial to help the other nodes (\( s \neq 0 \)) carrying their messages when the nodes exchange messages in a fair manner.

**THESIS 1.2:** I show by means of simulations that the barter mechanism when the nodes follow the Nash Equilibrium strategy increases the delivery ratio and speeds up the delivery in those scenarios from the considered ones when the selfish behavior hinders the message dissemination. Furthermore, I show that in some scenarios, the goodput is close to the ideal case. All these are performed by comparing three different cases: 1) one with barter as the encouraging mechanism where the users follow one of the Nash Equilibrium strategies, 2) one when the nodes store only those messages which they are interested in and no encouraging mechanism is present, and finally 3) one when all the users forward all the messages without any restrictions. [C4] [J2]

In Figure 3, the goodput of the network is plotted against the popularity attribute value of the messages in three different scenario. The solid line refers to an upper bound for the goodput where the mobile nodes download all the new messages that they find in the memory of the connected node in one time step, both the primary and secondary ones. The line with dashes and dots refers to the goodput of the network when the nodes behave selfishly, in particular, they do not download any secondary messages, furthermore, there is no mechanism that encourages to do forward secondary messages. Finally, the line with dots refers to the goodput when the nodes are encouraged to store, carry, and forward messages with barter mechanism and they follow a strategy set according to the Nash Equilibrium of the barter game. In each simulations, the messages have the same popularity value. I present the 95% confidence intervals at each simulation points.
As it can be seen, the barter mechanism increases the goodput in the networks where the popularity value of generated messages is low. Furthermore, in those cases, the goodput is close to the optimal goodput. Meanwhile, the barter mechanism does not decrease the goodput compared to the case when no encouraging mechanism present, but the nodes are willing to disseminate messages anyway. Note that with increasing message popularity, the goodput decreases, because in the considered cases the number of the messages that a node can obtain reaches earlier its upper limit while the number of the generated primary messages can increase higher when the popularity value increases.

**THESIS 1.3:** In Theses 1.1 and 1.2, the investigations are based on a metric called goodput, which reflects the delivery ratio and the speed of data delivery simultaneously. The goodput is calculated by means of simulations, thus, it is critical to consider its steady state value. I show analytically using a Markovian model that the goodput converges to a steady state value at an exponential rate. Therefore, the goodput values would not change considerably in longer simulations, whose length are determined empirically [J2]

In order to prove that the goodput converges to a limiting value as Figure 4 shows, I represented my system model as a finite state Markovian model. A state of the Markovian model can be described at time $t$ as Eq. (4) shows.

$$s(t) = \{B_1(t), B_2(t), \ldots, B_N(t),$$
$$Z_1(t), Z_2(t), \ldots, Z_N(t),$$
$$H_1(t), H_2(t), \ldots, H_N(t)\} \tag{4}$$

where

- $N$ is the number of nodes
- $B_i(t) = [m_{i1}, m_{i2}, \ldots]$ is the buffer of node $i$, where the messages are stored. The size of the buffer is $2^l$, where $l$ is the maximum length of the messages.
- $Z_i(t) \in \{*, m\}$ is the message stored in the memory of the message node $i$, where * denotes the case when no message is stored at time $t$, otherwise $m$ stands for the generated message, which arrives from a finite space of messages.
- $H_i(t)$ is the position of node $i$ on field $F$ where mobile nodes move.

Note, that the state space can be described by a deterministic mapping as Eq. (5) shows.

$$
s(t + 1) = f[s(t),
    r_1(t + 1), r_2(t + 1), \ldots, r_N(t + 1),
    r'_1(t + 1), r'_2(t + 1), \ldots, r'_n(t + 1),
    r''_1(t + 1), r''_2(t + 1), \ldots, r''_M(t + 1)]
$$

where $r_i(t + 1)$, $r'_j(t + 1)$, and $r''_k(t + 1)$ refers to random elements that are the input for the next step of node $i$, for message generation at node $j$ and for node pairing at meeting point $k$, respectively. The random numbers are generated independently of the time and of each other.

Note, that the state transition mapping is time independent. The sequence of state random variables $S(0), S(1), \ldots, S(t), \ldots$ constitutes a discrete time homogenous Markovian chain. The transition matrix of the Markovian process can be derived from Eqs. (4) and (5). An element $P_{ij}$ of the transition matrix describes the probability that the system from state $i$ change to state $j$.

A Markovian chain is ergodic, if $\lim_{n \to \infty} P^{(n)}_{ik} = P_k$ limiting value for each $k$ exists, and the limiting values are independent of $i$ and $\sum_{k=1}^{\infty} P_k = 1$.

As the classic theorem of Markovian chains claims, a finite state homogenous Markovian chain is ergodic, if it is irreducible and aperiodic. Particularly, there is a time step $t$ and a state $j$, such that state $j$ can be reached from arbitrary initial state $i$ with positive probability with time step $t$. The convergence to limiting distribution $P_j$ is exponential, which means the following: let $P_{ij}^{(t)}$ denote the probability, that the Markovian chain starting from state $i$ arrives at state $j$ with $t$ steps, furthermore, let denote the stationary probability of state $j$ by $P_j$, the difference $|P_{ij}^{(t)} - P_j|$ decreases exponentially when $t$ tends to infinity (Theorem of Markov). In this case, uniform exponential bound exists for difference $|P_{ij}^{(t)} - P_j|$ independently of $j$.

In my model, the proof of the condition for ergodicity is the following: Assume the system is in an arbitrary state. I select a state $k$, let this state be the one where the buffer of the first node contains a single fresh message, while all other buffers are empty. Such a state can be reached from any other states in the following way: First, the buffers of the nodes become empty such that the users move or stagnate at a fixed position without meeting any message generator nodes. As the time passes the aging messages are dropped out from the buffer. Then the first node approaches a message node where it generates a fresh message and the node receives that message.

As it is shown above, my system is ergodic. The distribution of the stationary state is approached at exponential rate.

Considering Eq. (1), the goodput is affected by the transient state of the system also, not just on the stationary state. However, from the ergodicity of the Markovian chain, it follows that the effect of the transient state becomes negligible and fades away at an exponential rate if the time goes to infinity. By empirical observation, it is appropriate to consider the goodput after time step 3000 as the goodput will not change in the future considerably.
4.2 Hide-and-Lie for enhancing privacy in Delay Tolerant Networks

**THESES 2:** For dissemination based Delay Tolerant Networks, I propose a method called Hide-and-lie in order to mitigate traceability of users. My proposal is beneficial against attacks where a user can be profiled based on the information on what messages the node stores and what messages it wants to download. Note that the users can be traceable even if each node communicates with the other nodes through anonymous links. \[C6\]

The communication between the nodes can leak some information about the interests of the participants. In these theses, attacks based on these leaked information are considered.

**THESIS 2.1:** I adopt the system model built in Theses 1, I build an attacker model, and I propose some specific attack algorithms for the considered Delay Tolerant Networks. I show by means of simulation that nodes are traceable in the considered model with high probability if no defense mechanism is applied. I investigate by analytical tools the limits of success probability of the attacks relying on the interest profile of the users. \[C6\]

For the sake of simplicity, it is assumed that there are $C$ categories, and each message belongs to a single category. A new message belongs to a specific category with probability $\frac{1}{C}$. A node is interested in any given category with probability $\varepsilon$. For the sake of simplicity, $\varepsilon$ is equal for each node in each considered scenarios.

I assume that the attacker can estimate the following user profile $(UP)$ from a node $u$ at time $t$:

$$UP_u(t) = (EIP_u(t), CHM_u(t), IDL_u(t))$$  \ (6)

where $UP$ consists of the following triple:

- Estimated Interest Profile $(EIP)$ is a binary vector. The value of the vector at the $k^{th}$ position equals to 1 if category $k$ seems to be interesting for node $u$.

- Category Histogram of offered Messages $(CHM)$ shows, for each category, how many messages in the ID list belong to that category.

- $IDL$ is the ID list of offered messages.

The attacker, in my model, behaves according to the following attacker model:

1. The attacker identifies its target node ($u_T$) from $N$ nodes.

2. The attacker reads the current user profile of the target: $UP_{u_T}(t_0)$. The time step when this happens is considered as a reference time, i.e. $t_0$.

3. $\tau$ time later ($t_1 = t_0 + \tau$), the attacker reads $UP_i(t_1), i \in [1..N]$ of each node and calculates a metric how similar is $u_i$ to $u_T$. $\tau$ is referred as the attacker delay.

4. The attacker chooses the node most similar to the target node. If more than one have the maximal similarity value, it chooses randomly between them. If the chosen node is $u_T$, the attacker is successful.

I have chosen for the analysis the success probability of the attacker as the privacy metric, because it is widely used and tells the most about the expected outcome of the attack.
Using the user profiles of the nodes, the attacker can calculate the similarity using an attacker function $A$. More formally the input of $A$ are $N + 1$ user profiles, and the output is an ID of a node:

$$A : (UP_{uT}(t_0), UP_{ui}(t_1), i \in \{1..N\}) \rightarrow j, j \in \{1..N\}$$  \(7\)

The attack is successful if and only if $j = T$.

It is clear that any attacker can reach a minimal value of the success probability $\frac{1}{N}$ by simple guessing. Higher values can also be achieved using more sophisticated attacker functions. In the following, four simple attacker functions are defined.

- **Prefiltered ID Based attacker function** The attacker can filter out every suspect who has different EIPs, considering only the nodes whose $EIP_u(t_1)$ equals to $EIP_{uT}(t_0)$. From the remaining set, it selects the one whose $IDL_u(t_1)$ is the most similar to $IDL_{uT}(t_0)$. Under similarity, the cardinality of the intersection of the target ID list and the suspect’s ID list is meant.

- **Unfiltered ID Based attacker function** uses only the cardinality of the intersection of $IDL_{uT}(t_0)$ and $IDL_u(t_1)$.

- **Category Histogram Based attacker function** selects the node $u$ whose $CHM_u(t_1)$ is the most similar to the $CHM_{uT}(t_0)$. The similarity of two histograms is calculated using the $\chi^2$-test.

- **Significant Category Based attacker function** assumes that the interested categories are overrepresented in the ID list and the uninterested categories are underrepresented. To find the interested categories, the $C$ categories is classified into the two clusters by using the k-means clustering algorithm [Har75] on the CHMs. The result of the clustering is a binary vector of length $C$ with ones at the significant categories. The similarity of two binary vectors is defined as the Hamming distance of the vectors.

Even if an attacker can distinguish two nodes if their IPs are different (I call this attacker ideal IP based attacker $A_{IP\text{\_ideal}}$), the probability that two nodes have the same IP is not negligible. The success probability of an ideal IP based attacker can be viewed as an upper bound for any other IP based attacker, such as, e.g. the Significant Category Based attacker function. This value can be determined analytically.

The success probability of the ideal IP based attacker is determined by the number of equal IPs. To compute the success probability, first the probability $p$ of two IPs being equal is computed as follows:

$$p = \frac{\sum_{w=1}^{C} \binom{C}{w} (\varepsilon^2)^w (1-\varepsilon)^{C-w}}{(1-(1-\varepsilon)^C)^2}$$  \(8\)

where $w$ is the weight of the IP varying between 1 and $C$ (recall that every node is interested at least in one category).

The success probability of $A_{IP\text{\_ideal}}$ is the reciprocal of the average number of nodes with the same IP:

$$\Pr(A_{IP\text{\_ideal}}(UP_{uT}(t_0), UP_{u1}(t_1), \ldots, UP_{uN}(t_1)) = u_T) \approx \frac{1}{1 + p(N - 1)}$$  \(9\)
In order to investigate the effectiveness of the proposed attacker functions, I run simulations, too. I consider different simulation parameters (e.g., different values for $C$ and $\varepsilon$). The results are calculated from 100 simulation runs in each parameter set.

The characteristic of the success probability of the attacker in the case of the considered scenario when no defense mechanism exist shown in Figure 6 where $\lambda = 0$ is similar to those which are simulated but not presented here. However, as Figure 5 shows, the success probability of the ideal IP based attacker depends on the parameter value of the number of categories ($C$) and the probability of a node being interested in a category ($\varepsilon$). As one can read from the figure, when there are large number of categories in the system, the success probability of an ideal attacker is high. On the other hand, when the number of the categories is low, the success probability highly depends on the value of $\varepsilon$. As the value $\varepsilon$ gets closer to 0.5, the success probability increases. The reason is that an attacker can distinguish nodes when the probability that the IP s of two nodes are equal is low.

**THESIS 2.2:** I propose a general defense mechanism, called Hide-and-lie against attackers considered in Thesis 2.1. I show by means of simulations that the success probability of the attacker can be decreased almost to the level of simple guessing while the goodput of the nodes does not decrease considerably, furthermore, in some scenarios, the goodput increases. [C6]

In order to mislead the attacker, the nodes can slightly modify their UPs. Two simple methods can be used to modify the UP through modifying the Interest Profile (IP) of the node. The first one is to hide some interesting categories, and claim them as uninteresting. The second one is to lie about some uninteresting categories, and claim them as interesting. These techniques can be used at the same time, this is what I call Hide-and-Lie Strategy (HLS). The temporarily obfuscated IP is the Temporal Interest Profile or the EIP from the attacker point of view. The EIP can be transient, which means that a new EIP can be generated by every node in every time step.

Obviously, the required and offered messages during the message exchange must be synchronized with the EIP: 1) messages relating to hidden categories must be hidden as well and no message of hidden category should appear on request list, and 2) when a node lies about being
interested in a given category, it collects and offers messages belonging to that uninteresting category.

Every node generates its $EIP$ from its $IP$ by inverting every category in the $IP$ with a given probability $\lambda$. Inverting means indicating an uninteresting category as interesting or vice versa. This parameter $\lambda$ is the Hide-and-Lie strategy value.

The success probability of the attacker functions is plotted against different Hide-and-Lie strategy values ($\lambda$) and different attacker delay ($\tau$) values in Figure 6. For the sake of better understanding, the plots are separated by different attacker delay values.

The Prefiltered ID Based attacker function is the most efficient attacker function when $\lambda = 0$, but in any other cases, it can not distinguish the target node from the others, because even one entry changing in the $EIP$ misleads the attacker. The success probability of the Unfiltered ID Based attacker function decreases when $\lambda = 0$ compared to the prefiltered function but considerably increases when $\lambda > 0$. The Unfiltered ID Based attacker function is very sensitive for the attacker delay. The Category Histogram Based attacker function is less sensitive to the $\tau$ value, but it hardly tolerates that all the messages appear or disappear belonging to a category when $EIP$ changes. The attack that is least sensitive to $\tau$ is the Significant Category Based attacker function. However, it still does not work when the nodes hide their identity with $\lambda = 0.5$ strategy, because there are no over- and underrepresented categories in that case.

Taking all the considered attacker functions into consideration, I found that a common tendency is that if the nodes apply the Hide-and-Lie Strategy with high value of $\lambda$, none of the attackers is able to distinguish them better, independently of the value of $\tau$, than a naïve attacker which picks up one of the nodes by random.

In order to investigate the effect of the defense mechanism on the message delivery ratio, I defined the goodput here similarly to Eq. (1) in Theses 1. In Figure 7, I show the average goodput of all the nodes as a function of the Hide-and-Lie strategy in the two scenarios and its empirical standard deviation. I have to stress that these two figures do not represent all the appeared characteristic of the figures, however, Figure 7(a) shows an interesting property of the Hide-and-Lie Strategy. Namely, increasing $\lambda$ does not degrade but increases the data delivery ratio in some scenarios. In Figure 7(b), the Hide-and-Lie strategy has no effect on the goodput.
4.3 Fast authentication methods in multiple operator maintained Wireless Mesh Networks

**THESES 3:** I propose two certificate based authentication and access control enforcement protocols for multi-operator maintained Wireless Mesh Networks which have some special requirements that current solutions do not fulfill. In order to reduce the authentication delay, I propose a so called weak key mechanism for constraint devices. [C3] [J1] [J3] [B1]

In this section, I propose two certificate based authentication protocols for Multi-WMNs. First, I describe the architecture of the certificate based authentication protocols. Then, I investigate the speed characteristic of some classical crypto-primitives. After introducing a nonce-based and a timestamp-based authentication method, I define what public key algorithms and key sizes to use during the authentication in order to fulfill the general security requirements while still ensuring a short authentication delay during the handover. I also investigate the authentication delay in real environment.

**THESIS 3.1:** I propose a certificate based authentication and access control enforcement protocol based on nonces. I show by measurements on a real implementation that the authentication delay does not cause intolerable interruption during the handover for the QoS aware applications in case of powerful mesh clients and constraint access points which is the typical case. I show informally that my solution fits to multi-operator maintained Wireless Mesh Networks. [J3]

In my certificate based authentication and access control scheme, each operator operates its own certificate authority (CA). Each CA is responsible for issuing certificates for the access points belonging to the operator and issuing certificates to their subscribers. The CA also maintains the certificate revocation list (CRL).

The operators which decide to cooperate ($O_1$ and $O_2$) issue cross-certificates of their CAs. With the cross-certificates, entities (subscribers or access points) can perform certificate based authentication and key exchange mechanisms even if they belong to different operators.

The procedure of my nonce based authentication mechanism is shown in Figure 8, where $ID_X$, $N_X$, and $K_X$ refers to the identity of, nonce and key generated by $X$, respectively ($X$ can be $AP$ or $MC$). $SP_X(M)$ refers to digital signature calculated with $X$’s private key over message $M$, while $EQ_X(M)$ refers to encryption calculated with $X$’s public key over message...
M. Cert_{OPX}(P_X) denotes a certificate issued by X’s operator that bounds the identity of X and its key.

Regarding the digital signatures and encryption, it is beneficial to shift as many computationally intensive operation to the MC as many possible, because of the following reasons: 1) Usually MCs which require seamless handover are more powerful than the APs, because they are ready to handle media streams. On the other hand, the MCs are usually constraint devices because they must remain cheap. 2) If the MC has to compute more, it increases the DoS resistance, as an attacker needs more investment to perform a successful DoS attack.

I take advantage of the fact that the two operations of some public key operations are asymmetric in respect of the time consumption. When the MC has more power than the AP (which is the typical case if I consider laptop computers as MCs), the MC can use RSA for digital signature, while the AP generates digital signatures with DSA. In that case all the computationally intensive operations (private key operations with RSA and digital signature verification with DSA) are shifted to the powerful MC, whereas, the lightweight operations are performed by the AP.

In order to ensure the confidentiality of the key K_{AP}, I propose to use minimum 1024 bit long keys. The public keys of the MCs are long-term keys. Therefore, I chose 1024 bit long public-private keys. The APs’ public key are mid-term as they may change them frequently (e.g. daily). I also chose 1024 bit long keys for mid-term keys.

I created a proof-of-concept implementation. I embedded the authentication messages into EAP (Extensible Authentication Protocol) frames [ABV+04]. EAP messages are embedded into EAPOL messages in IEEE 802.1X [IEE01] which is referred by IEEE 802.11i [IEE04] and IEEE 802.11r [IEE08], the current standard solutions for Wi-Fi authentication. The Pairwise Master Key (defined in IEEE 802.11i), which assures the access control enforcement, is calculated as \( K_{conn} = \text{Hash}(K_{AP}, N_{MC}) \) where \( \text{Hash}() \) is a one-way function.

I investigated the authentication delay in different scenarios. In each case, the AP was a MikroTik Routerboard 133 with 175 MHz MIPS32 CPU. In order to analyze how the MC’s performance affects the authentication delay, I used three different MCs: 1) high performance with 1.86 GHz 32 bit CPU, 2) moderate performance with 800 MHz 32 bit CPU, and 3) low performance with another MikroTik router.

I compared my proposal to classical, widely used solutions (e.g. EAP-TLS, EAP-TTLS)
with authentication servers (AS). For these cases, I installed hostapd as a stand alone RADIUS [RWR00] server on a powerful PC. In these scenarios, I connect the AS to the AP with direct link, thus, the roundtrip time between the AS and the MC is minimized.

I compared ten authentication scenarios with three different MC devices. I measured each case 100 times and calculated the average and the empirical standard deviation of the authentication delays. The results can be seen in Figure 9. On the horizontal axes, different protocols in different scenarios can be seen, while on the vertical axes, the authentication delay are shown. In each scenario, different bars correspond to the measurements made with different MC devices.

![Figure 9: Average authentication delay with empirical standard deviation](image)

As one can see, the nonce based authentication method, referred as NONCE, significantly reduced the authentication delay compared to the centralized public key based authentication methods with the same key sizes (TTLS-md5, TLS and IKEv2). In these scenarios, the AS is a powerful entity in contrast to my mechanism where the AP has limited performance. In the scenario where the AS has such constraints as the AP (TLS), the authentication delay is one order magnitude higher when TLS is used. The considered symmetric cryptography based solutions (PAX and SAKE) can complete in around 30-40 ms not taking into consideration the realistic value of the round trip time between the AP and a central authentication server. Note that the centralized solutions do not satisfy other requirements in the Multi-WMN.

My mechanism satisfies the regular requirements on the authentication in the QoS aware Wireless Mesh Networks because of the following reasons. Both the mesh client and the access point checks the authenticity of the other party, and the protocol assures for both participants...
1. Verifies the timestamp, the signature and the certificates

**Thesis 3.2:** I propose a certificate based authentication and access control enforcement protocol based on timestamps. I show by measurements on a real implementation that the authentication delay does not cause intolerable interruption during the handover for the QoS aware applications in case of powerful mesh clients and constraint access points which is the typical case. I show informally that my solution fits to multi-operator maintained Wireless Mesh Networks. [C3] [J3]

The general advantages of timestamp based over the nonce based authentication methods are that the timestamp based solutions needs fewer random bits, and theoretically, mutual authentication can be performed with two messages in contrast to the nonce based solutions which requires three messages. In contrast to this, the timestamp based solutions require synchronized clocks. Note that the verification of the certificates requires loosely synchronized clocks, anyway. Therefore, no new requirement has to be met.

My timestamp based authentication scheme can be seen in Figure 10. The notations are the same as in Figure 8, the only new notation is the \( t_X \), the timestamp sent by \( X \) (\( X \) can be \( AP \) or \( MC \)). The Pairwise Master Key is calculated as \( Hash(K_{AP}, t_{MC}) \).
Both the architecture and the usage of asymmetric cryptographic primitives are the same in case of the timestamp based solution as in the nonce based solution. Therefore, the statements in Thesis 3.1 hold for this thesis, too. In Figure 9, the method proposed here, when the same types of asymmetric cryptographic primitives and same key sizes are used, referred by $\text{TIME}_p$. The authentication delay is very similar to $\text{NONCE}_p$.

**THESIS 3.3:** I propose a variant of the protocol proposed in Thesis 3.1 and 3.2 that allows constraint mesh clients to use shorter keys (weak keys). I show that a 30% reduction of authentication delay can be achieved by applying the weak key mechanism when constraint mesh clients are present. I show that the application of weak key mechanism is beneficial when the gain on the processing time of the public key cryptographic operations is larger than the loss on the longer certificate chain verification time. [C3] [J3]

Note that a less powerful MC is not able to perform all the computing intensive operations. Therefore, I propose another technique to reduce the delay of the whole protocol at the cost of some pre-computation by both participants.

The idea is based on speeding up the digital signature operations using weak keys. The certificates belonging to weak keys have a very short lifetime, such that they surely expire by the time they will be broken.

The weak keys and the belonging certificates are generated by the participants before the handover happens. In fact, MCs and APs issue certificates themselves. First, it generates a weak public key pair. Then, it uses its identity as the name of the certificate and determines the expiration date which must be defined carefully, as the weak key can broken quickly. Finally, it supplies the certificate with digital signature using its private key, which is certified by the MC’s operator for issuing certificates for weak keys. Therefore, any other entity who knows the CA’s public key can validate the authenticity of the weak public key. The same mechanism can be performed at the AP side.

The validity of the certificates are short-term, therefore, maintaining of CRL is not required for implementing this mechanism. The certificates of the weak keys are signed with RSA so they can be verified very quickly.

I suggest to use 512 bit long keys as short-term keys which seems to be the best tradeoff for my purpose today between the validity time and the computational overhead. Similarly to the case of a powerful mesh client, the MC uses RSA and AP uses DSA to generate digital signatures.

The time synchronization needs to be performed in a secure way, otherwise an attacker can make a MC or AP to accept an already expired certificate of an already broken public key pair. However, the investigation of the secure time synchronization is out of scope of this thesis.

As one can see, in Figure 9(b), the weak key mechanism (referred by $\text{NONCE}_c$ and $\text{TIME}_c$ when applied to the nonce and timestamp based authentication methods, respectively) has significant benefit when the MC has low performance. The overall reduction of the authentication delay is around 30% on average in the considered scenario. However, as Figure 9(a) shows, the weak key mechanism increases the authentication delay when the MC has high or moderate performance.

In order to understand the reason that the authentication delay is increased in those cases, I investigate the effect of the weak key mechanism. From the reduction of the digital signature generation time ($\Delta t_{\text{gen}}$) and verification time ($\Delta t_{\text{verif}}$) both parties benefit, while the certificate verification delay ($t_{\text{sert}}$), and the transportation delay of the certificate of the weak key ($t_{\text{trav}}$) cause delay for both parties.
Taking these into consideration, in general, the usage of the weak key at one party is beneficial in my proposed authentication scheme if the Eq. (10) holds.

\[ t^{(B)}_{\text{cert}} + t^{(B)}_{\text{trav}} < \Delta t^{(A)}_{\text{gen}} + \Delta t^{(B)}_{\text{verif}} \]  

where \( A \) in upper index refers to the node that generates the certificate and \( B \) refers to the other party. \( \Delta t_{\text{op}} \) is the difference between the time consumptions of any operation \( \text{op} \) (\( \text{gen} \) or \( \text{verif} \)) with a long term key \( t_{\text{op}}(S) \) and with the weak key \( t_{\text{op}}(w) \) as Eq. (11) shows.

\[ \Delta t_{\text{op}} = t_{\text{op}}(S) - t_{\text{op}}(w) \]  

4.4 Misbehaving Router Detection in Link-state Routing for Wireless Mesh Networks

THESIS 4: I present a novel reputation system for detecting and avoiding misbehaving routers in Link-state Routing for Wireless Mesh Networks. [C1]

My goal is to identify misbehaving routers at the data plane, and provide some feedback to the control plane that helps to avoid the identified misbehaving routers during the path selection procedure.

My misbehaving router detection protocol consists of three phases. In the first phase, called traffic validation, each gateway, which is assumed to be better protected physically than regular mesh nodes, and therefore, I assume that they behave correctly, collects information about the forwarding behavior of the routers on the paths belonging to the given gateway. In the second phase, called router evaluation, the gateways attempt to identify suspicious routers based on the traffic information collected in the previous phase. As a result of the router evaluation phase, the gateways compute Node Trust Values, and disseminate those within the network. Finally, in the third phase, called reaction, the routers select new routes by taking into account the Node Trust Values of the other routers.

THESIS 4.1: I propose a novel reputation system for detecting misbehaving routers in Link-state Routing for Wireless Mesh Networks. Each router’s reputation value is calculated over counters. Each router maintains a counter for each data flow and counts how many messages were forwarded in each flow. The counters are sent to the gateway that is at the end of the path. The gateway calculates a reputation value, called node trust value, for each router such that it counts on that a misbehaving router can send a fake counter value. I show by means of simulation that the proposed mechanism can differentiate misbehaving routers from honest ones. [C1]

In order to support traffic validation, I require each node only to maintain a counter for each path it is part of to count the number of data packets that it forwards on a given path. I assume that each data packet has a routing header that contains a path identifier and message authentication codes. Thus, intermediate routers can verify the data packets and they count only intact packets. The packet counters that belong to a given path are requested by the gateway in a regular manner, and the routers on the path report them to the gateway.

As misbehaving routers may report fake counter values, the gateway does not use the reported counters directly in the computation of the Node Trust Values. Instead, the gateway considers different explanations for a set of received counter values. In each explanation, each intermediate router is either accused for misbehavior or considered honest, thus explanations are essentially
binary vectors. The Node Trust Value of a given router is computed as a weighted sum of its accusations, where explanations that contain fewer accusations have higher weights. For the sake of simplicity, I assume that each link has high quality. Thus, the only reason for dropping a data packet is the malicious behavior of some routers in the data plane.

The upstream counter $cnt_i$ of router $i$ is meant to count the number of data packets that traverse router $i$. However, misbehaving routers may not correctly set their counters. Let us consider a simple case when a malicious router $i$ is placed between two honest nodes. The attacker can set its counter to the number of incoming data packets $cnt_i = cnt_i^i$. In this case, the gateway realizes that on the link before the malicious router, there is no lost data packet as $cnt_i = cnt_i^i - 1$. But on the next link, the difference is $cnt_i^i + 1 - cnt_i$. It is impossible to decide at the gateway side if node $i$ indeed forwarded all the data packets and node $i + 1$ dropped them, or node $i$ dropped them, and node $i + 1$ received only $cnt_i^{i + 1}$ data packets. Similarly, there are more explanations if the attacker sets its counter to the number of outgoing data packets $cnt_i^{out} = outcounter_i$.

In my attacker model, a malicious router sends the value of incoming counter as the traffic counter value with probability $q$ and sends the value of outgoing counter with probability $1 - q$. I also investigate extreme cases when $\xi = 0$ and $\xi = 1$.

An explanation $\exp$ is a vector, where the $i$th element of the vector is 0 if the $i$th router in the route is assumed to be misbehaving — suspicious or accused in short —, otherwise, the $i$th element is 1. An explanation is valid if all of the following statements hold:

- If there are data packets lost between node $i$ and $i + 1$, at least one of them is accused.
- If node $i$ and node $j$ are not malicious in the given explanation, and there is no data packet loss between them, none of the nodes between $i$ and $j$ are accused.

Weights are assigned to each explanation of a counter report. I consider two kinds of calculation of the weights, both depends on the number of suspicious nodes in the explanation. Let us denote the number of suspicious nodes in explanation $\exp$ by $|\exp|$ and the number of all routers in the given path by $|\exp|$. The two different weight function $w_1(\cdot)$ and $w_2(\cdot)$ defined in Eqs. (12) and (13), respectively.

$$w_1(\exp) = q^{\exp} \cdot (1 - q)^{|\exp| - |\exp|}, 0 < q \leq 1 \quad (12)$$

$$w_2(\exp) = \begin{cases} 
1 & \text{if } |\exp| = \min_{\exp_f} (|\exp_f|) \\
0 & \text{else} 
\end{cases} \quad (13)$$

Using Eq. (13) as a weight function, I consider only those explanations which include the lowest number of suspicious nodes, the other explanations are discarded.

Given the set of possible explanations $\exp_e$ for a given set of counter reports, a gateway $g$ which is one end of the route $r$ calculates at time $t$ the Node Trust Value of router $i$ denoted by $n_{i,g}^{r(t)}$ in the following way:

$$n_{i,g}^{r(t)} = \sum_{\exp_e} \frac{w(|\exp_e|)}{\sum_{\exp_f} w(|\exp_f|)} \cdot \exp_e(i) \quad (14)$$

where each explanation $\exp_e(i)$ is weighted using the normalized value of one of the previously described weight function. Note, the $n_{i,g}^{r(t)}$ is always in the interval $[0, 1]$.

In order to investigate the effectiveness of my solution, I run simulations with 200 mesh nodes placed uniformly at random in a two-dimensional field. Some of them are gateways and some of them are malicious.
In Figure 11, the Node Trust Value of three different groups can be seen with the 0.95 confidence intervals. The routers are categorized into three different groups: 1) malicious routers, 2) honest routers which are neighbors of malicious routers, and 3) other honest routers. I analyzed the latter two groups separately because the malicious routers can degrade the Node Trust Value of the neighboring nodes when the gateway evaluate the received upstream counters. At each group, four bars can be seen. The bars refer to different parameters of the malicious node detection mechanism. The all and least indicate the usage of Eq. (12) and (13), respectively. The min or avg indicates aggregation functions presented in Thesis 4.2.

![Figure 11: Average Node Trust Value with 0.95 confidence intervals grouped by different node categories](image)

As Figure 11 shows, the Node Trust Value of the honest nodes is maximal. In contrast, the average Node Trust Value of the malicious nodes is significantly lower than the honest nodes’ Node Trust Value. Considering the neighbors of the malicious nodes, the Node Trust Values are relatively high, but as I expected, significantly lower than of the other honest nodes. All in all, the malicious nodes can be bypassed in route selection with high probability if Node Trust Value is used for that purpose.

**THESIS 4.2:** I propose a mechanism with which the routers are considered in the path selection procedure with a probability that is proportional to their node trust value presented in Thesis 4.1. I show by means of simulations that thanks to the detection and the route selection mechanism, the number of the dropped messages decreased around 50%, while the length of the routes increases only slightly. [C1]

Note that a gateway may evaluate routers through multiple routes, and access points may receive multiple Node Trust Values from multiple gateways. Therefore, a mechanism for aggregation of Node Trust Values is required.

Each $\eta^{r(t)}_{h,g}$ are utilized using an $n$ long window. These values may be calculated from different routes $r_k$ or the same route but from different time $t_l$ using function $f$. I investigate the minimum and the average function as $f$.

$$
\eta^{(gw)}_{h,g} = f(\eta^{r_1(t_1)}_{h,g}, \eta^{r_2(t_2)}_{h,g}, \ldots, \eta^{r_n(t_n)}_{h,g})
$$

(15)

When access point $a$ receives multiple $\eta^{(gw)}_{h,g_k}$ from different gateways $g_k$, it only stores the latest value from each gateway. The Node Trust Value that the access point calculates is denoted by $\eta^{(ap)}_{a,i}$ and calculated using the function $f$:

$$
\eta^{(ap)}_{a,i} = f(\eta^{(gw)}_{h,g_1}, \eta^{(gw)}_{h,g_2}, \ldots, \eta^{(gw)}_{h,g_m})
$$

(16)

where $m$ is the number of gateways that have sent Node Trust Value about router $i$. 
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Before the route selection, instead of considering all the routers, an access point determines a subview which the route selection runs on. Access point $i$ includes router $j$ into the subview with probability $\eta_{i;j}^{(ap)}$.

Note that with this approach, nodes in the subview may form a graph that is not connected, therefore, there is no guarantee that the access point can find any route to any gateway. If it happens, new subview generation is required. Nevertheless, in order to ensure that the procedure terminates, I define a threshold, which is initially 1, and the threshold decreases in each unsuccessful subview generation by $\nu$. All the routers $i$ for which $\eta_{a;i}^{(ap)} > 1 - r \cdot \nu$ are included in the subview ($r$ is number of unsuccessful trials).

![Figure 12: Average numbers of dropped data packets with 0.95 confidence intervals](image1)

![Figure 13: Average lengths of the routes with 0.95 confidence intervals](image2)

In Figure 12, the average number of dropped data packets are shown with 0.95 confidence intervals using different parameters of misbehavior node detection mechanism. These results are compared to the case when no defense mechanism is used at all. As one can see, the number of data packet drop is reduced with my mechanism considerably.

I also investigate the cost of avoiding malicious nodes by my mechanism. My simple QoS metric is the hop number. Thus, average length and the 0.95 confidence interval of the number of hops is shown in Figure 13. As one can see, the length of routes does not increase significantly with my mechanism. This comes from the fact that in many cases, the access points could choose alternative routes which had the same length as the route that contained malicious routers, too.
5 Application of New Results

In this thesis, two instances of multi-hop wireless networks are considered: 1) Delay Tolerant Networks, and 2) Wireless Mesh Networks. Different issues are investigated in each instance. In this section, the application of new results presented in this thesis is described.

Regarding the Delay Tolerant Networks, I imagined a scenario where local information needs to be distributed to a set of nearby destinations based on their interest in the information. These networks consist of handheld devices belonging to individual mobile users.

For disseminating information among tourists, instead of setting up an on-line bulletin board, where the tourists have to pay both for the usage of bulletin board service and for accessing the network, a city-wide Delay Tolerant Network can provide a very cheap alternative solution. In this solution, touristic information can be distributed in a store-carry-and-forward manner by using Bluetooth capable devices (e.g., mobile phones, PDAs) and by exploiting the mobility of the tourists themselves.

In Vehicular Ad hoc Networks (VANET), the cars communicate with each other in order 1) to provide higher safety and/or higher permeability for the traffic, or 2) to entertain the passengers. In order to satisfy some special requirements of VANET, current design principles require roadside infrastructure. However, due to the high price of the roadside infrastructure installation, in the sparsely built-up areas, the vehicles can only communicate with each others with DTN approach. Considering the entertainment applications in VANET, usually it is not worth to build up any infrastructure, therefore, the vehicles will probably communicate with each other according to DTN approach, too.

In the typical DTN scenarios as described above, the end users are responsible for the data forwarding due to the lack of the infrastructure. DTN networks compared to infrastructure based networks promise cheap but not reliable data forwarding. Reliability can be increased by motivating the users to forward each others’ messages. Considering an extreme situation, if none of the users forward messages on behalves of other users, messages are destined only when the source and the destination nodes meet each other. In practice considering the above described examples, it could mean that 1) tourists learn that a museum is closed when they go to the museum, and 2) a car receives information about an accident when it is close to the accident instead of at a fork in the road where the accident can be bypassed easily on an alternative route. The barter based solution encourages users to disseminate messages on behalves of other nodes making reasonable to supplement infrastructures with DTN approach.

The traceability also can be an issue in DTN networks. Due to the fact that the end users store and forward the message while they are moving, the users could become traceable if the message forwarding protocol is not designed carefully. Considering the tourist example, if the tourists are traceable, they can be targeted by advertisements based on the information what place they visit. Also in VANET networks, the privacy should not be violated. Anonymous communication has been investigated in the context of mobile ad hoc networks, too. But there is a DTN specific problem due to the store-carry-and-forward data dissemination manner. In particular, users can be profiled based on the information that they store and they want to download. The Hide-and-Lie solution is proposed in order to prevent attackers to trace the nodes who apply the solution.

The barter and Hide-and-Lie proposals and their investigation was applied to BIONETS (BIOlogically inspired NETwork and Services) EU project. The FP6 project aimed to develop an infrastructureless network providing evolutionary services that adapt to the users’ needs automatically at the service layer. The project started in 2006 and successfully ended in February of 2010. More information can be found at http://www.bionets.eu.

The investigation of both barter and Hide-and-Lie mechanisms were delivered to BIONETS as technical reports. Furthermore, the barter mechanism was integrated to the BIONETS
Wireless Mesh Networks provide last mile broadband access for mobile users who may run QoS aware applications. Maintaining them by multiple operators could be advantageous even if the operators compete with each other. Furthermore, the multi-channel approach with multiple wireless interfaces could have high gain for the operators.

The novel fast certificate based authentication method proposed for multi operator maintained Wireless Mesh Networks can be utilized by mobile business users who require access to corporate services and real time multimedia applications for work while they are traveling. The employee effectiveness can be improved and the companies can take advantage of these applications if the network access is cheap as the Wireless Mesh Network promises. However, business users require the same level of quality of services as for the 3G connections. Therefore, re-authentication of the users at new access points is essential, but the process could have intolerable delay. Especially when the access point where the mobile business user associated belongs to other operator than the previous access point.

For the certificate based fast authentication method, I proposed the weak key mechanism. Note that this mechanism can be applied to any protocols where the delay of digital signatures is critical and only the authenticity of the messages must be assured, but not non-repudiation. As a particular example, this mechanism was applied when routing messages were flooded in the network using digital signatures. The performance of generating and verifying digital signatures was increased with the weak key mechanism.

The performance of the certificate based authentication method and the weak key mechanism was evaluated through real implementation. I used the context of hostapd and wpa_supplicant [Mal09] to embed my authentication messages to EAP format. Therefore, in IEEE 802.11 wireless networks, these mechanisms can be used with minor implementation improvements.

I proposed a misbehaving router detection mechanism for link-state routing protocols. The main advantage of the proposal is — in contrast to some current solutions — that it does not require the routers to keep their neighbors under observation during the message forwarding phase, which may have low performance in a multi-channel environment. My mechanism has been implemented in the framework of OLSRd [ols10], too.

Misbehaving router detection mechanism can be applied to e.g., video surveillance application. The owners of block of houses may use video surveillance in order to track illegal activities. Thanks to the cheap installation of Wireless Mesh Networks, owners may choose a solution based on mesh routers that transmit the picture of cameras to the monitoring room through wireless hops. The behavior of mesh routers can be modified by an external attacker due to the lack of physical protection. An attacker who gets control over a mesh router can achieve by falsifying the routing metrics that the wireless cameras forward the pictures through the misbehaving routers. An attacker can prevent delivering the pictures to the computer which should store the data by simply dropping all the messages. During the attack, any kind of illegal activities can be done without getting nabbed. Misbehavior of the mesh routers must be detected in order to provide reliable video surveillance.

Fast authentication methods and misbehaving router detection mechanism were delivered to an EU project dealing with multi-operator maintained Wireless Mesh Networks. The EU project was launched in FP7 called EU-MESH (http://www.eu-mesh.eu). The project started in 2008, and successfully ended in the third quarter of 2010.
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